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Abstract

We consider the Newtonian system −q̈ + B(t)q = Wq(q, t) with B, W periodic in t, B
positive definite, and show that for each isolated homoclinic solution q0 having a nontrivial
critical group (in the sense of Morse theory) multibump solutions (with 2 ≤ k ≤ ∞ bumps)
can be constructed by gluing translates of q0. Further we show that the collection of multi-
bumps is semiconjugate to the Bernoulli shift. Next we consider the Schrödinger equation
−∆u + V (x)u = g(x, u) in RN , where V , g are periodic in x1, . . . , xN , σ(−∆ + V ) ⊂ (0,∞),
and we show that similar results hold in this case as well. In particular, if g(x, u) = |u|2∗−2u,
N ≥ 4 and V changes sign, then there exists a solution minimizing the associated functional
on the Nehari manifold. This solution gives rise to multibumps if it is isolated.

1 Introduction and statement of main result

In this paper we will be concerned with the existence of multibump solutions for Newtonian

systems of ordinary differential equations and for semilinear partial differential equations of

Schrödinger type. Consider first the Newtonian system

(1.1) −q̈ + B(t)q = Wq(q, t), q ∈ R
N , t ∈ R,

where B and W satisfy the following assumptions:
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(H1) B is an N × N symmetric positive definite matrix with continuous 1-periodic entries;

(H2) W ∈ C(RN × R, R), Wq ∈ C(RN × R, RN ), Wqq ∈ C(RN × R, RN2

) and W is 1-periodic

in t;

(H3) Wq(0, t) = 0 and Wqq(0, t) = 0 for all t;

Note that q = 0 satisfies (1.1) according to (H3). A solution q of (1.1) will be called homo-

clinic to 0 (or homoclinic for short) if q 6≡ 0 and q(t), q̇(t) → 0 as |t| → ∞.

Let E := H1(R, RN ) be the usual Sobolev space and set

(1.2) 〈q, q̃〉 :=

∫

R

(q̇ · ˙̃q + B(t)q · q̃) dt, ‖q‖ := 〈q, q〉1/2.

Since B is positive definite and 1-periodic, 〈. , .〉 is an equivalent inner product in E. It is well

known that if

(1.3) Φ(q) :=
1

2
‖q‖2 −

∫

R

W (q, t) dt,

then Φ ∈ C2(E, R) and critical points q 6= 0 of Φ correspond to homoclinic solutions of (1.1).

For a function q : R → R
N and θ ∈ R, let

(θ ∗ q)(t) := q(t − θ).

Recall that the r-th critical group of Φ at an isolated critical point q0 is defined by

Cr(Φ, q0) = Hr(Φ
c ∩ U,Φc ∩ U \ {q0}),

where c = Φ(q0), Φc = {q ∈ E : Φ(q) ≤ c}, U is a neighborhood of q0 and Hr is the r-

th singular homology group with coefficients in some field F (cf. [10, 26]). We shall write

C∗(Φ, q0) = {Cr(Φ, q0) : r ∈ N∪{0}}. Our main result on (1.1) which we formulate below asserts

that if q0 is an isolated homoclinic solution with C∗(Φ, q0) 6= 0, then there must necessarily exist

infinitely many homoclinics which can be obtained by putting together translates of q0 and

adding a small correction term. Note that this result does not apply to autonomous systems

because if q0 is a homoclinic, then so is θ ∗ q0 for any θ ∈ R, hence q0 can never be isolated.

Theorem 1.1 Suppose the hypotheses (H1)-(H3) are satisfied and q0 is an isolated homoclinic

solution of (1.1) such that C∗(Φ, q0) 6= 0. For each δ > 0 there exists a ∈ N with the property

that if k ≥ 2, θ1, θ2, . . . , θk ∈ Z and θi+1 − θi ≥ a for all i = 1, 2, . . . , k − 1, then there is v ∈ E

such that ‖v‖∞ ≤ δ and q̄ = θ1 ∗ q0 + · · · + θk ∗ q0 + v is a homoclinic solution of (1.1).

Since θ1 ∗ q0, . . . , θk ∗ q0 are translates of q0 and v is small, q̄ is called a k-bump solution. As

θi+1 − θi may be chosen arbitrarily large, for each k there are infinitely many k-bump solutions.
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We emphasize that the minimal distance a between the centers of two consecutive bumps is

independent of the choice of k.

The first paper where modern global variational methods have been employed in order to find

homoclinic solutions for a Hamiltonian system seems to be [12]. The Hamiltonian considered

there was of the form H(z, t) = 1
2Az · z + G(z, t), with G periodic in t, strictly convex in z and

Gz superlinear. Subsequently multibump solutions for this system have been found in [29, 30].

In particular, in [30] the minimal distance between the bumps has been made independent

of their number; moreover, it has been shown that there are (non-homoclinic) solutions with

infinitely many bumps and there is an almost continuous embedding of the Bernoulli shift on

two symbols into the set of all solutions. Existence of multibump solutions for (1.1) (with a

possibly depending on k) has been shown in [13], under a superlinearity condition on Wq, and

in [15] periodic k-bump solutions as well as (non-periodic) solutions with infinitely many bumps

have been shown to exist. In these papers the multibumps have been obtained starting from

a mountain pass point at a level c, under the assumption that there are only finitely many

geometrically distinct homoclinics below a somewhat higher level c + ε. In Theorem 1.1 we

show that a multibump construction can be carried out if q0 is any isolated homoclinic having

a nontrivial critical group.

A particular case of the Schrödinger equation we consider is

(1.4) −∆u + V (x)u = |u|2∗−2u, x ∈ R
N , u ∈ R,

where 2∗ is the critical Sobolev exponent, V is 1-periodic in x1, . . . , xN and the spectrum σ(−∆+

V ) ⊂ (0,∞). We show that if V changes sign and N ≥ 4, then (1.4) has a solution u 6= 0 which

is a minimizer for the associated functional on the Nehari manifold. Moreover, there exist

multibumps whenever this solution is isolated. To our knowledge, this is the first existence

result for multibumps in a problem involving the critical exponent. We emphasize that our

result implies (1.4) always has infinitely many solutions which are geometrically distinct in the

sense that they are not translates of each other by elements of Z
N .

There is an extensive literature on multibump solutions, both for ordinary and partial dif-

ferential equations. In addition to the references given above, see e.g. [1, 2, 3, 14, 23, 24, 25, 34]

(a much more comprehensive bibliography may be found in [28]). Note that Theorem 3.4 in [1]

resembles our Theorems 1.1 and 6.1: if u0 is an isolated solution having nontrivial local degree,

then there exist multibumps which can be obtained by gluing translates of u0. However, a may

depend on k in [1]. We also mention the paper [5] where multibump solutions have been found

for an infinite lattice of particles (a Fermi-Pasta-Ulam type problem).

This paper is organized as follows. In Section 2 we prove, by a relatively simple argument,

Theorem 1.1. Section 3 discusses some consequences of the results obtained and the arguments
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used so far. It is shown that different homoclinics can be glued into multibumps, that there exist

multibump periodic solutions as well as non-periodic solutions with infinitely many bumps. This

should be compared with the results in [13, 15]. In Section 4 we show that a dynamical system

related to (1.1) is semiconjugate to the Bernoulli shift (a somewhat different viewpoint has been

taken in [30], see Remark 4.2). In Section 5 a homoclinic q0 with C1(Φ, q0) 6= 0 is shown to exist

under suitable assumptions, either by finding a mountain pass point or by minimizing Φ over the

Nehari manifold. It is also shown that for a special case of (1.1) (a non-autonomous perturbation

of an autonomous system) there exists another homoclinic q̃ such that C2(Φ, q̃) 6= 0. This q̃ is a

mountain pass point for the restriction of Φ to the Nehari manifold and a kind of linking point

for the functional on the full space. In Section 6 the results on (1.1) are extended to Schrödinger

equations. In particular, (1.4) is considered.

Notation. ‖ . ‖p is the usual Lp(RN )-norm, 1 ≤ p ≤ ∞, ⇀ denotes weak convergence, · is

the standard inner product in R
N and 〈. , .〉 an inner product in an infinite-dimensional Hilbert

space. For a functional Φ defined on a Hilbert space E we identify (via duality) Φ′(x) ∈ E∗ with

an element of E and we regard Φ′′(x) as a linear mapping from E into itself. We also set

Φc := {x ∈ E : Φ(x) ≤ c} and K(c) := {x ∈ E : Φ(x) = c, Φ′(x) = 0}.

2 Proof of Theorem 1.1

We begin with the well-known Liapunov-Schmidt reduction in a neighborhood of the solution

q0. Let L := Φ′′(q0). Then q ∈ N(L) (the nullspace of L) if and only if q ∈ E and

(2.1) −q̈ + B(t)q = Wqq(q0, t)q.

Suppose N(L) 6= {0} (the other case is simpler, see Remark 2.13), let Q : E → R(L) be

the orthogonal projection (R(L) denotes the range of L) and write q = q0 + n + v, where

n ∈ N(L), v ∈ R(L). Since QΦ′′(q0) = L|R(L) : R(L) → R(L) is invertible, it follows from

the implicit function theorem that there exists a neighborhood U of 0 in E and a C1-function

v = v(n) such that for n + v ∈ U , we have

(2.2) QΦ′(q0 + n + v) = 0 if and only if v = v(n).

Moreover, v(0) = 0 and v′(0) = 0. Hence in a neighborhood of q0,

(2.3) Φ′(q0 + n + v) = 0 if and only if (I − Q)Φ′(q0 + n + v(n)) = 0.

Let ϕ(n) := Φ(q0 + n + v(n)), ‖n‖ ≤ ε, where ε > 0 is appropriately small. By (2.2) and since

v′(n) ∈ R(L),

(2.4) ϕ′(n) = 〈Φ′(q0 + n + v(n)), · + v′(n)·〉 = 〈(I − Q)Φ′(q0 + n + v(n)), ·〉,
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therefore restricting Φ to a small neighborhood of q0 we infer that ϕ′(n) = 0 if and only if

q0 + n + v(n) is a critical point of Φ. Moreover, since q0 is isolated, we may assume that ϕ has

no other critical point than 0. Since Φ satisfies the Palais-Smale condition in a neighborhood of

q0 as will be shown in a moment, C∗(Φ, q0) = C∗−M−(L)(ϕ, 0) according to the shifting theorem

[10, Theorem I.5.4], [26, Theorem 8.4] (M−(L) is the Morse index of L). Hence keeping in mind

that C∗(Φ, q0) 6= 0, we obtain

Lemma 2.1 C∗(ϕ, 0) 6= 0.

The next conclusion is probably well known but we could not find any convenient reference.

Lemma 2.2 If U is a sufficiently small neighborhood of q0, then Φ satisfies the Palais-Smale

condition on Ū .

Proof For the purpose of this proof we may assume q0 = 0 and L = Φ′′(0). Suppose (qm) ⊂ Ū ,

Φ′(qm) → 0 and write qm = nm + vm ∈ N(L) ⊕ R(L), Φ′(qm) = Lvm + M(qm). Then M(qm) =

Φ′(qm) − Lvm, so M ′(0) = 0. Since

Lvm + QM(nm + vm) =: wm → 0

and, according to (2.2),

Lv(nm) + QM(nm + v(nm)) = 0,

we have

vm − v(nm) = L−1wm − L−1Q (M(nm + vm) − M(nm + v(nm))) .

Shrinking U if necessary and using M ′(0) = 0 gives

‖vm − v(nm)‖ ≤ ‖L−1wm‖ +
1

2
‖vm − v(nm)‖.

Hence vm − v(nm) → 0. Since dim N(L) < ∞, we obtain after passing to a subsequence that

nm → n̄, v(nm) → v(n̄) and vm → v(n̄). (Since q0 is an isolated critical point, it follows in fact

that nm → 0 and vm → 0.) 2

Let now ω ∈ C∞
0 (R, [0, 1]) be a function such that ω(t) = 1 if |t| ≤ 1/8 and ω(t) = 0 if

|t| ≥ 1/4. Set

qa(t) := ω(t/a)q(t), a > 0

and note that supp qa ⊂ [−a/4, a/4], so supp (θ1 ∗ qa)∩ supp (θ2 ∗ qa) = ∅ whenever θ2 − θ1 ≥ a.

We shall repeatedly use the following notation for a > 0, θ0 ∈ Z and a set S ⊂ E:

Sa := {qa : q ∈ S}, θ0 ∗ S := {θ0 ∗ q : q ∈ S} and θ0 ∗ Sa := θ0 ∗ (Sa).
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It is easy to see that qa → q in E as a → ∞, and if S is a compact set, the convergence is

uniform for q ∈ S. Hence it follows from (2.2) that

(2.5) QΦ′ ((q0 + n + v(n))a) → 0 uniformly in n (where ‖n‖ ≤ ε) as a → ∞.

Since the remaining part of the proof of Theorem 1.1 is rather lengthy, we describe the main

steps. We acknowledge that we have made crucial use of some ideas that appear in the paper [7]

by Berti and Bolle. In order to get the number k of bumps independent a we introduce a new

norm in E which is equivalent to the old one for each fixed k but the equivalence is not uniform

in k. Then in Lemmas 2.4-2.8 we obtain a number of k-independent auxiliary estimates which we

employ together with the contraction mapping principle in order to find w(θ, z) (θ = (θ1, . . . , θk),

z = (z1, . . . , zk) ∈ N(L)k) such that the critical points of

ϕ̃(z) := Φ

(
k∑

i=1

θi ∗ (q0 + ni + v(ni))
a + w(θ, z)

)

correspond to k-bump solutions of (1.1). This is done in Lemmas 2.9, 2.11 and Proposition 2.10.

Finally we show using Künneth’s formula and Lemma 2.1 that ϕ̃ must necessarily have a critical

point (Künneth’s formula has also been used in [30] though in a rather different way).

Let a, k ∈ N, k ≥ 2 and

(2.6) Θa
k := {θ = (θ1, . . . , θk) ∈ Z

k : θi+1 − θi ≥ a}.

For a given θ ∈ Θa
k, let

(2.7) Ii :=

(
1

2
(θi−1 + θi),

1

2
(θi + θi+1)

)
, 1 ≤ i ≤ k,

where θ0 := −∞ and θk+1 := +∞. Following [7], we introduce a new norm in E by setting

(2.8) ‖q‖θ := max
1≤i≤k

‖q‖i, where ‖q‖2
i :=

∫

Ii

(|q̇|2 + B(t)q · q) dt.

The space E with this norm will be denoted by Eθ and the space of bounded linear operators

on Eθ by L(Eθ).

Lemma 2.3 ‖q‖θ ≤ ‖q‖ ≤ k1/2‖q‖θ and ‖q‖∞ ≤ c‖q‖θ for some c > 0 and all a ∈ N, k ≥ 2, θ ∈
Θa

k, q ∈ E.

Proof The inequality ‖q‖θ ≤ ‖q‖ ≤ k1/2‖q‖θ is an immediate consequence of the definition of

the θ-norm and ‖q‖∞ ≤ c‖q‖θ follows from the Sobolev embedding theorem applied on each Ii.

2
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Lemma 2.4 Suppose a ∈ N, w ∈ E, ‖w‖θ = ‖w‖j and χj ∈ C∞(R, [0, 1]) is a function such

that χj(t) = 1 for all t ∈ Ij, χj(t) = 0 if t /∈ Ĩj := {t ∈ R : dist(t, Ij) < a/4} (dist denotes

the distance) and |χ̇j(t)| ≤ 8/a for all t. There exists a0 ∈ N such that if a ≥ a0, then
1
2‖w‖2

θ ≤ 〈w,χjw〉 ≤ 4‖w‖2
θ and ‖χjw‖ ≤ 2‖w‖θ.

Proof For a large enough,

〈w,χjw〉 =

∫

R

(
χj(t)(|ẇ|2 + B(t)w · w) + χ̇j(t)w · ẇ

)
dt

≥ ‖w‖2
j −

c1

a
‖w‖2

H1(Ij−1∪Ij∪Ij+1)
≥ ‖w‖2

j −
3c1

a
‖w‖2

j ≥ 1

2
‖w‖2

j

(if j = 1 or k, then Ij−1 or Ij+1 is empty). Hence 〈w,χjw〉 ≥ 1
2‖w‖2

θ . Similarly,

〈w,χjw〉 ≤ 3‖w‖2
j +

3c2

a
‖w‖2

j ≤ 4‖w‖2
j

and

‖χjw‖2 ≤ 3‖w‖2
j +

3c3

a
‖w‖2

j ≤ 4‖w‖2
j .

2

Let

(2.9) Va :=

(
k⊕

i=1

θi ∗ N(L)a

)⊥

and Pa : E → Va,

where ⊥ denotes the orthogonal complement in E and Pa is the orthogonal projection on Va.

Notice that θi ∗ N(L)a has support in Ii.

Lemma 2.5 There exist c > 0, δ > 0 and a0 ∈ N such that

∥∥∥∥∥Φ
′′

(
k∑

i=1

θi ∗ qa
0 + q

)
w

∥∥∥∥∥
θ

≥ c‖w‖θ

for all a ∈ N, a ≥ a0, k ≥ 2, θ ∈ Θa
k, w ∈ Va and q ∈ E, ‖q‖θ ≤ δ.

Proof If the conclusion is false, we can find am → ∞, km ≥ 2, θm ∈ Θam

km
, qm ∈ E with

‖qm‖θm → 0 and wm ∈ Vam , ‖wm‖θm = 1 such that

∥∥∥∥∥Φ
′′

(
km∑

i=1

θm
i ∗ qam

0 + qm

)
wm

∥∥∥∥∥
θm

→ 0 as m → ∞.

Since Φ is Z-invariant, we may assume without loss of generality that θm
jm

= 0 for all m,

where jm is chosen so that ‖wm‖jm = ‖wm‖θm . Then Vam is orthogonal to N(L)am . Setting
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vm := χmwm, where χm is as in Lemma 2.4, gives ‖vm‖ ≤ 2‖wm‖jm = 2. Hence vm ⇀ w in E

after passing to a subsequence. Moreover, as vm = wm in Ijm, it follows that if z ∈ N(L), then

〈vm, zam〉 = 〈wm, zam〉 = 0; therefore 〈w, z〉 = 0 for all z ∈ N(L) and consequently, w ∈ R(L).

Since (−am/2, am/2) ⊂ Ijm and am → ∞, wm ⇀ w in H1
loc(R, RN ). We also have

(2.10)

〈
Φ′′

(
km∑

i=1

θm
i ∗ qam

0 + qm

)
wm, v

〉
= 〈wm, v〉 −

∫

R

Wqq(q
am

0 + qm, t)wm · v dt

for each v ∈ E, supp v ⊂ Ĩjm (the definition of Ĩjm may be found in Lemma 2.4), and

(2.11) lim
m→∞

sup
‖v‖≤1

supp v⊂eIjm

〈
Φ′′

(
km∑

i=1

θm
i ∗ qam

0 + qm

)
wm, v

〉
= 0.

According to Lemma 2.3, ‖qm‖∞ → 0. Hence letting m → ∞ and using (2.10), (2.11) we

obtain 〈Lw, v〉 = 0 for all v ∈ C∞
0 (RN ). Therefore Lw = 0 and since w ∈ R(L), w = 0. As

suppχm ⊂ Ĩjm, we may insert v = vm in (2.10), so in view of Lemma 2.4 and (2.11),

lim inf
m→∞

∫

R

Wqq(q
am

0 + qm, t)wm · vm dt ≥ 1

2
.

We complete the proof by showing that this limit must be 0. Since q0(t) → 0 as |t| → ∞,

‖qm‖∞ → 0 and Wqq(0, t) = 0, for each ε > 0 there exists a bounded interval I such that

(2.12)

∣∣∣∣∣

∫

R\I
Wqq(q

am

0 + qm, t)wm · vm dt

∣∣∣∣∣ ≤ ε‖wm‖2
jm

= ε

whenever m is large enough. Finally, since wm ⇀ 0 in H1
loc(R, RN ), it follows that wm → 0 in

L2(I, RN ) and ∫

I
Wqq(q

am

0 + qm, t)wm · vm dt → 0.

2

We shall need the following simple observation:

Lemma 2.6 Let z = za
1 + . . . + za

k ∈ ⊕k
i=1 θi ∗ N(L)a. Then ‖z‖θ = ‖za

j ‖, where ‖za
j ‖ =

max{‖za
i ‖ : 1 ≤ i ≤ k}.

Proof This is an immediate consequence of the fact that the support of each za
i is contained in

Ii. 2

Recall Pa is the orthogonal projection on Va, cf. (2.9).

Lemma 2.7 The conclusion of Lemma 2.5 remains valid if Φ′′(
∑k

i=1 θi ∗ qa
0 + q)w is replaced

by PaΦ
′′(
∑k

i=1 θi ∗ qa
0 + q)w.

8



Proof It suffices to show that if a0 is large and δ small enough, then

(2.13)

∥∥∥∥∥(I − Pa)Φ
′′

(
k∑

i=1

θi ∗ qa
0 + q

)
w

∥∥∥∥∥
θ

≤ c

2
‖w‖θ,

where c is the constant of Lemma 2.5. Suppose ‖w‖θ = 1, let (I − Pa)Φ
′′(
∑k

i=1 θi ∗ qa
0 + q)w =:

z = za
1 + . . . + za

k , zi ∈ θi ∗N(L), and assume without loss of generality that ‖za
j ‖ = max{‖za

i ‖ :

1 ≤ i ≤ k} and θj = 0. Then

‖za
j ‖2 = 〈z, za

j 〉 =
〈(

Φ′′
(∑k

i=1θi ∗ qa
0 + q

)
− Φ′′(q0)

)
w, za

j

〉
+ 〈Φ′′(q0)w, za

j 〉

= −
∫

R

(
Wqq

(∑k
i=1θi ∗ qa

0 + q, t
)
− Wqq(q0, t)

)
w · za

j dt + 〈Φ′′(q0)w, za
j 〉.

Let ε > 0 be given. On Ij we have θi ∗ qa
0(t) = 0 for i 6= j and θj ∗ qa

0(t) = q0(t) for |t| ≤ a/8.

Using this and the fact that q0(t) → 0 as |t| → ∞, we obtain

∣∣∣∣
∫

R

(
Wqq

(∑k
i=1θi ∗ qa

0 + q, t
)
− Wqq(q0, t)

)
w · za

j dt

∣∣∣∣

≤
∫

R

|Wqq(q
a
0 + q, t) − Wqq(q0, t)| |w| |za

j | dt ≤ ε‖za
j ‖

after choosing a0 sufficiently large and δ sufficiently small. (2.13) will follow if we show that

|〈Φ′′(q0)w, za
j 〉| ≤ ε‖za

j ‖. Assuming the contrary, the reverse inequality holds for suitable am →
∞ and wm ∈ [N(L)am ]⊥, ‖wm‖θm = 1. Hence

|〈Φ′′(q0)vm, ζam

jm
〉| = |〈Φ′′(q0)wm, ζam

jm
〉| ≥ ε,

where ζam

jm
:= zam

jm
/‖zam

jm
‖ and vm = χmwm as in the proof of Lemma 2.5. Passing to a subse-

quence, vm ⇀ w ∈ R(L), ζam

jm
→ ζ ∈ N(L) and |〈Φ′′(q0)w, ζ〉| ≥ ε which is impossible because

Φ′′(q0)ζ = Lζ = 0. 2

Lemma 2.8 There exists a0 ∈ N such that if a ≥ a0, then the mapping PaΦ
′′ : Eθ → L(Eθ)

is uniformly continuous and uniformly bounded on bounded sets. Moreover, the modulus of

continuity and the uniform bound are independent of a and k.

Proof We have

〈(Φ′′(q) − Φ′′(q̃))w, v〉 = −
∫

R

(Wqq(q, t) − Wqq(q̃, t))w · v dt.

Suppose ‖q‖θ, ‖q̃‖θ ≤ c1 and let ε > 0 be given. Since Wqq is uniformly continuous on bounded

subsets of R
N × R and ‖q‖∞ ≤ c‖q‖θ according to Lemma 2.3, there exists δ > 0 such that if

‖q − q̃‖θ ≤ δ, then |Wqq(q, t) − Wqq(q̃, t)| ≤ ε. Hence it follows from the Sobolev embedding
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theorem and Lemma 2.4 that if ‖(Φ′′(q)−Φ′′(q̃))w‖θ = ‖(Φ′′(q)−Φ′′(q̃))w‖j and v = χj(Φ
′′(q)−

Φ′′(q̃))w/‖(Φ′′(q) − Φ′′(q̃))w‖j , then

(2.14) ‖(Φ′′(q) − Φ′′(q̃))w‖j ≤ 2〈(Φ′′(q) − Φ′′(q̃))w, v〉 ≤ c2ε‖w‖θ .

So Φ′′ is uniformly continuous. To prove that Φ′′ is uniformly bounded on bounded sets we note

that if q̃ = 0, then (2.14) still holds with ε replaced by some constant c3 which only depends on

c1.

Let now ‖w‖θ = 1, (I − Pa)(Φ
′′(q) − Φ′′(q̃))w =: z = za

1 + . . . + za
k (zi ∈ θi ∗ N(L)) and

‖za
j ‖ = max{‖za

i ‖ : 1 ≤ i ≤ k}. Then

‖za
j ‖2 = 〈z, za

j 〉 = 〈(Φ′′(q) − Φ′′(q̃))w, za
j 〉 ≤ c4ε‖za

j ‖.

Hence it follows from Lemma 2.6 that (I − Pa)Φ
′′ is uniformly continuous, and therefore so is

PaΦ
′′. Finally, a similar argument shows that PaΦ

′′ is uniformly bounded on bounded sets. 2

Let z = (n1, . . . , nk) ∈ N(L)k, θ ∈ Θa
k, w ∈ Va and consider the mapping

(2.15) F (θ, z, w) := PaΦ
′

(
k∑

i=1

θi ∗ (q0 + ni + v(ni))
a + w

)
,

where v(ni) are as in (2.2). Note that F (θ, z, ·) : Va → Va. Since

Fw(θ, z, 0) = PaΦ
′′

(
k∑

i=1

θi ∗ (q0 + ni + v(ni))
a

)

and v(ni) → 0 as ni → 0, it follows from Lemma 2.7 that

(2.16) ‖Fw(θ, z, 0)−1v‖θ ≤ c0‖v‖θ, v ∈ Va,

where c0 is independent of z, k, θ provided a is large and ‖ni‖ are small enough. Let further

R(z,w) := w − Fw(θ, z, 0)−1F (θ, z, w)

and note that R(z,w) = w if and only if F (θ, z, w) = 0. Our next task will be to solve this

equation for w.

Lemma 2.9 Given δ0 > 0, there exist a1 ∈ N and δ ∈ (0, δ0) such that if k ≥ 2, ‖ni‖ ≤ δ

(1 ≤ i ≤ k), a ≥ a1 and θ ∈ Θa
k, then R(z, ·) is a contraction on the ball ‖w‖θ ≤ δ.

Proof Let c0 be the constant in (2.16). By Lemma 2.8 and the definition of F ,

(2.17) ‖Fw(θ, z, w) − Fw(θ, z, 0)‖L(Eθ) ≤
1

3c0

10



whenever ‖ni‖ ≤ δ, ‖w||θ ≤ δ and δ is small enough.

Assume without loss of generality that ‖F (θ, z, 0)‖θ = ‖F (θ, z, 0)‖j and θj = 0. Set

(I − Pa)Φ
′
(∑k

i=1θi ∗ (q0 + ni + v(ni))
a
)

=: y = ya
1 + . . . + ya

k (yi ∈ θi ∗ N(L)),

let χj be as in Lemma 2.4 and w := F (θ, z, 0)/‖F (θ, z, 0)‖j . Then w ∈ Va, hence w ∈ [N(L)a]⊥

and by Lemma 2.4 and (2.15),

1

2
‖F (θ, z, 0)‖θ ≤ 〈F (θ, z, 0), χjw〉 =

〈
PaΦ

′
(∑k

i=1θi ∗ (q0 + ni + v(ni))
a
)

, χjw
〉

=
〈
Φ′
(∑k

i=1θi ∗ (q0 + ni + v(ni))
a
)

, χjw
〉
− 〈ya

1 + . . . + ya
k , χjw〉

=
〈
Φ′ ((q0 + nj + v(nj))

a) , w
〉

(we have used that yj ∈ N(L)a, χj = 1 in Ij and χj = 0 off Ĩj). We claim

(2.18) ‖F (θ, z, 0)‖θ → 0 uniformly in k, z, θ as a → ∞.

Arguing by contradiction, we find ε > 0, am → ∞, km ≥ 2, zm ∈ N(L)km , θm ∈ Θam

km
and

wm ∈ [N(L)am ]⊥, ‖wm‖θm = 1, such that

ε ≤ 1

2
‖F (θm, zm, 0)‖θm ≤

〈
Φ′ ((q0 + njm + v(njm))am) , wm

〉
.

Since wm = χjmwm in Ijm , χjmwm ⇀ w ∈ R(L) and njm → n after passing to a subsequence, it

follows using (2.2) and (2.5) that ε ≤ 〈Φ′(q0 + n + v(n)), w〉 = 0, a contradiction. Hence (2.18)

holds and in particular,

(2.19) ‖F (θ, z, 0)‖θ ≤ δ

3c0

if a is large enough (a ≥ a1, k ≥ 2, θ ∈ Θa
k). Fix k ≥ 2, θ ∈ Θa

k and let ‖w‖θ ≤ δ. Then

R(z,w) = −Fw(θ, z, 0)−1F (θ, z, 0) − Fw(θ, z, 0)−1 (F (θ, z, w) − F (θ, z, 0) − Fw(θ, z, 0)w)

and using (2.16), (2.17), (2.19),

‖R(z,w)‖θ ≤ ‖Fw(θ, z, 0)−1‖L(Va,θ) ‖F (θ, z, 0)‖θ

+ ‖Fw(θ, z, 0)−1‖L(Va,θ) ‖F (θ, z, w) − F (θ, z, 0) − Fw(θ, z, 0)w‖θ

≤ δ

3
+ c0

∫ 1

0
‖Fw(θ, z, sw) − Fw(θ, z, 0)‖L(Va,θ) ‖w‖θ ds ≤ δ

3
+ c0

δ

3c0

(L(Va,θ) is the space of bounded linear operators on Va with the θ-norm). Hence ‖R(z,w)‖θ ≤ δ.

Furthermore, if ‖w‖θ, ‖w̃‖θ ≤ δ, then

‖R(z,w) − R(z, w̃)‖θ ≤ ‖Fw(θ, z, 0)−1‖L(Va,θ) ‖F (θ, z, w) − F (θ, z, w̃) − Fw(θ, z, 0)(w − w̃)‖θ

(2.20)

≤ c0

∫ 1

0
‖Fw(θ, z, sw + (1 − s)w̃) − Fw(θ, z, 0)‖L(Va,θ) ‖w − w̃‖θ ds

≤ 1

3
‖w − w̃‖θ,
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so R(z, ·) is a contraction on ‖w‖θ ≤ δ. 2

Proposition 2.10 Given δ0 > 0, there exist a1 ∈ N and δ ∈ (0, δ0) such that if k ≥ 2, ‖ni‖ ≤
δ (1 ≤ i ≤ k), a ≥ a1 and θ ∈ Θa

k, then there is a unique w = w(θ, z) ∈ Va such that

F (θ, z, w(θ, z)) = 0 and ‖w(θ, z)‖θ ≤ δ. Moreover, w(θ, z) is of class C1 and ‖w(θ, z)‖θ → 0

uniformly in k, z, θ as a → ∞.

Proof Existence and uniquess of w follows from the contraction mapping principle and the

preceding lemma. Moreover, ‖w(θ, z)‖θ ≤ δ because ‖R(z,w)‖θ ≤ δ. Since Fw(θ, z, w(θ, z)) is

invertible on Va according to (2.16) and (2.17), w(θ, z) is of class C1 by the implicit function

theorem.

Set w = w(θ, z) and ‖R(z, 0)‖θ = ε, then by (2.20), ‖R(z,w)‖θ ≤ ‖R(z, 0)‖θ + 1
3‖w‖θ ≤

ε + δ
3 . So ‖w‖θ ≤ ε + δ

3 and ‖R(z,w)‖θ ≤ (1 + 1
3)ε + δ

9 . Iterating this procedure we see that

‖w‖θ ≤ 3
2‖R(z, 0)‖θ and it follows from (2.16) and (2.18) that

‖R(z, 0)‖θ ≤ ‖Fw(θ, z, 0)−1‖L(Va,θ) ‖F (θ, z, 0)‖θ → 0 as a → ∞.

Hence ‖w‖θ → 0 as well. 2

Suppose now a1 and δ are chosen as in Proposition 2.10 and let

ϕ̃(z) := Φ

(
k∑

i=1

θi ∗ (q0 + ni + v(ni))
a + w(θ, z)

)
.

Then ϕ̃ is well defined on the set Dδ := {z = (n1, . . . , nk) ∈ N(L)k : ‖ni‖ ≤ δ}. Denote ζ =∑k
i=1 θi ∗ (q0 +ni + v(ni))

a +w(θ, z) and let y = (m1, . . . ,mk) ∈ N(L)k. Since F (θ, z, w(θ, z)) =

PaΦ
′(ζ) = 0 and w′(θ, z) maps into Va, we see that

ϕ̃′(z) · y =

〈
Φ′(ζ),

k∑

i=1

θi ∗ (mi + v′(ni)mi)
a + w′(θ, z)y

〉
(2.21)

=

〈
(I − Pa)Φ

′(ζ),
k∑

i=1

θi ∗ (mi + v′(ni)mi)
a

〉
.

Lemma 2.11 Given δ0 > 0, there exist a1 ∈ N and δ ∈ (0, δ0) such that whenever k ≥ 2, a ≥ a1,

θ ∈ Θa
k and z ∈ Dδ, then ϕ̃′(z) = 0 if and only if ζ =

∑k
i=1 θi ∗ (q0 + ni + v(ni))

a + w(θ, z) is a

solution of (1.1).

Proof It is clear that if ζ is a solution of (1.1), then ϕ̃′(z) = 0. Suppose ϕ̃′(z) = 0 and

let (I − Pa)Φ
′(ζ) = ξa

1 + . . . + ξa
k , where ξi ∈ θi ∗ N(L), i = 1, . . . , k. We shall show that

ξ1 = . . . = ξk = 0. Assume without loss of generality ‖ξa
1‖ = max{‖ξa

i ‖ : 1 ≤ i ≤ k}, θ1 = 0 and

let m1 = ξ1, m2 = . . . = mk = 0. Then

(2.22) 0 = 〈ξa
1 + . . . + ξa

k , (ξ1 + v′(n1)ξ1)
a〉 = ‖ξa

1‖2 + 〈ξa
1 , (v′(n1)ξ1)

a〉
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and since v′(n1)ξ1 ∈ R(L), |〈ξa
1 , (v′(n1)ξ1)

a〉| ≤ 1
2‖ξa

1‖2 provided a is large enough. Hence ξa
1 = 0.

2

To complete the proof of Theorem 1.1 we must show ϕ̃ has a critical point in Dδ. Recall

that ϕ(n) := Φ(q0 + n + v(n)) and choose δ0 so that 0 is the only critical point of ϕ in the set

‖n‖ ≤ δ0. Let a1 and δ be as in the conclusion of Lemma 2.11, let Y be a pseudogradient vector

field for ϕ and (W,W−) a corresponding Gromoll-Meyer pair contained in the ball ‖n‖ < δ (see

[10] for the definition of Gromoll-Meyer pair). Here it will be convenient to use a definition of

pseudogradient field which somewhat differs from the usual one (cf. [21]): we require that Y be

defined and locally Lipschitz continuous except at the critical set of ϕ, ‖Y ‖ ≤ 1 and 〈ϕ′(u), Y (u)〉
is positive and bounded away from 0 on all subsets which are bounded away from the critical

set of ϕ.

We shall use the customary notation

(A,C) × (B,D) := (A × B,A × D ∪ C × B)

and we set

(W̃ , W̃−) := (W,W−)k ≡ (W,W−) × . . . × (W,W−)︸ ︷︷ ︸
k times

.

Note that W̃ ⊂ Dδ and consider the flow η given by

dη

ds
= −χ(‖η‖)Y (η), η(0, n) = n (n ∈ N(L), ‖n‖ ≤ δ),

where χ ∈ C∞(R, [0, 1]) is such that χ = 0 close to n = 0 and χ = 1 close to the boundary of W .

Proposition 2.12 There exists a2 ≥ a1 such that if a ≥ a2, then (W̃ , W̃−) is a Gromoll-Meyer

pair for ϕ̃ and the (possibly empty) set of critical points contained in the interior of W̃ .

Proof Let z = (n1, . . . , nk) and Ỹ (z) := (χ(‖n1‖)Y (n1), . . . , χ(‖nk‖)Y (nk)). The flow of −Ỹ is

η̃(s, z) = (η(s, n1), . . . , η(s, nk)). It is therefore clear that η̃ can leave W̃ only via W̃− and η̃(·, z)

has the required transversality property on W̃−. We shall show that Ỹ /‖Ỹ ‖ is a pseudogradient

field in a neighborhood of the boundary of W̃ . Since using partition of unity W̃ can be modified

in the interior of W̃ in such a way that it will be a pseudogradient field on the whole of W̃

(except at critical points), this will complete the proof.

Let y = (m1, 0, . . . , 0),m1 ∈ N(L) and assume without loss of generality that θ1 = 0. Then

by (2.21) and since PaΦ
′(ζ) = 0,

ϕ̃′(z) · y = 〈(I − Pa)Φ
′(ζ), (m1 + v′(n1)m1)

a〉 = 〈Φ′(ζ), (m1 + v′(n1)m1)
a〉

=
〈
Φ′ ((q0 + n1 + v(n1))

a + w(θ, z)) , (m1 + v′(n1)m1)
a
〉

=
〈
Φ′ ((q0 + n1 + v(n1))

a) , (m1 + v′(n1)m1)
a
〉

+
〈
Φ′ ((q0 + n1 + v(n1))

a + w(θ, z)) − Φ′ ((q0 + n1 + v(n1))
a) , (m1 + v′(n1)m1)

a
〉
.
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Since (q0 + n1 + v(n1))
a → q0 + n1 + v(n1) uniformly in n1 as a → ∞ and Y is a pseudogradient

vector field for ϕ on W , we see from (2.4) that if we choose m1 = Y (n1), then the first term on the

right-hand side above is larger than or equal to 2ε for some ε > 0 whenever a is large enough (a ≥
a2) and n1 is close to W−. Moreover, ε is independent of the particular choice of a, k and θ. Since

‖w(θ, z)‖θ → 0 as a → ∞, it is easy to see that the absolute value of the second term is less than

or equal to ε, possibly after choosing a larger a2. Hence ϕ̃′(z)·(Y (n1), 0, . . . , 0) ≥ ε for n1 close to

the boundary of W . Of course, the same argument applies to any y = (0, . . . , 0, Y (nj), 0, . . . , 0),

where a2 and ε can be easily made independent of j. Since ‖Ỹ ‖ is bounded, ϕ̃′(z) · Ỹ (z)/‖Ỹ (z)‖
is bounded away from 0 in a neighborhood of W̃− (this bound is allowed to depend on k). Hence

(W̃ , W̃−) is a Gromoll-Meyer pair. 2

Proof of Theorem 1.1 By a result of Dancer [16] we may assume (W,W−) is a pair of

ANR’s. Hence (W̃ , W̃−) = (W,W−)k satisfies the excision requirement of Künneth’s formula

and therefore (see [19, Corollary VI.12.12]),

H∗(W̃ , W̃−) = H∗((W,W−)k) = H∗(W,W−) ⊗ · · · ⊗ H∗(W,W−).

Since Hr(W,W−) 6= 0 for some r according to Lemma 2.1, Hkr(W̃ , W̃−) 6= 0. It follows that ϕ̃

has a critical point in W̃ (for otherwise a standard argument shows W̃− is a deformation retract

of W̃ and hence H∗(W̃ , W̃−) = 0).

We have shown that there exists a solution q̄ of (1.1) which is of the form

q̄ =

k∑

i=1

θi ∗ q0 + v,

where

(2.23) v =
k∑

i=1

θi ∗ (qa
0 − q0) +

k∑

i=1

θi ∗ (ni + v(ni))
a + w(θ, z).

We complete the proof by showing that if a0 is large enough, then ‖v‖∞ ≤ cδ0, where c is a

constant independent of the particular choice of a, k and θ. In (2.23) we have ‖w(θ, z)‖θ ≤ δ0

and
∥∥∥
∑k

i=1 θi ∗ (ni + v(ni))
a
∥∥∥

θ
≤ 2δ0 provided δ0 is small enough (cf. Proposition 2.10 and recall

v(0) = 0, v′(0) = 0). Since 0 is a hyperbolic point for (1.1), |q0(t)|, |q̇0(t)| ≤ c1e
−α|t| for some

c1, α > 0 (see Remark 2.14 below). According to (2.6) and (2.7), the distance from θj to Ii is

larger than or equal to a(|i − j| − 1/2) whenever i 6= j, hence

‖θi ∗ (qa
0 − q0)‖j = ‖θi ∗ q0‖j ≤ c2e

−αa(|i−j|−1/2), i 6= j

and

‖θj ∗ (qa
0 − q0)‖j ≤ c2e

−αa

for a suitable c2 > 0. Summing over all i we see that
∥∥∥
∑k

i=1 θi ∗ (qa
0 − q0)

∥∥∥
θ
≤ δ0 whenever a is

large enough. Hence ‖v‖∞ ≤ c3‖v‖θ ≤ cδ0. 2
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Remark 2.13 If N(L) = {0} (i.e., q0 is a nondegenerate critical point), the proof of Theorem

1.1 becomes much simpler. Since Va = E and Pa is the identity mapping, we now have

F = F (θ,w) = Φ′

(
k∑

i=1

θi ∗ qa
0 + w

)

(cf. (2.15)), and with the aid of Lemmas 2.5 and 2.8 we see that R = R(w) (w ∈ E, ‖w‖θ ≤ δ)

is a contraction. Hence there is a unique w = w(θ) such that

F (θ,w(θ)) = Φ′

(
k∑

i=1

θi ∗ qa
0 + w(θ)

)
= 0.

Moreover, the solution q̄ =
∑k

i=1 θi ∗ q0 + v is nondegenerate. The case N(L) = {0} has been

considered earlier in [4]. Note that the nondegeneracy of q0 implies Cr(Φ, q0) = δr
M−(L)F (this

fact has not been used here).

Remark 2.14 Although it is rather well known that |q0(t)|, |q̇0(t)| ≤ c1e
−α|t| for some c1, α > 0,

we sketch the proof for the reader’s convenience. We note that q0 is a homoclinic solution for

the linear system

−q̈ + (B(t) − C(t))q = 0,

where cij(t) := Wqi
(q0(t), t)q0,j(t)/|q0(t)|2 are the entries of the matrix C and q0 =(q0,1, . . . , q0,N ).

Setting p = q̇ we get the first order system

(2.24) ṗ = (B(t) − C(t))q, q̇ = p

in R
2N . Since B is positive definite, (2.24) with C = 0 has an exponential dichotomy according

to [11, Proposition 6.1] (one can e.g. choose α =
√

β/2, where β is such that B(t)q · q ≥ β|q|2
for all q ∈ R

N , t ∈ R). As cij(t) → 0 as |t| → ∞, it follows by roughness of dichotomies [11,

Proposition 4.1] and by [11, p. 13] that also the full system (2.24) has an exponential dichotomy.

Hence q0 and q̇0 have the decay as claimed.

3 Corollaries to Theorem 1.1

By applying the same arguments as in the preceding section we immediately obtain the following

more general result:

Corollary 3.1 Suppose the hypotheses (H1)-(H3) are satisfied and qj, 1 ≤ j ≤ m, are isolated

homoclinic solutions of (1.1) such that C∗(Φ, qj) 6= 0 for all j. For each δ > 0 there exists a ∈ N

with the property that if k ≥ 2, θ1, θ2, . . . , θk ∈ Z and θi+1−θi ≥ a for all i = 1, 2, . . . , k−1, then

there is v ∈ E such that ‖v‖∞ ≤ δ and q̄ = θ1∗qj1+· · ·+θk∗qjk
+v, where j1, . . . , jk ∈ {1, . . . ,m},

is a homoclinic solution of (1.1).
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As a simple example we may consider (1.1) with W even in q. If q0 is an isolated homoclinic

such that C∗(Φ, q0) 6= 0, then we may take q1 = q0 and q2 = −q0 in the above corollary.

In Theorem 1.1 we have shown that for each choice of θ1, . . . , θm with θi+1 − θi large enough

there exists an m-bump solution. Since H∗(W̃ , W̃−) 6= 0 as has been seen in the proof, it is not

very restrictive to assume that there exists an isolated m-bump solution qm with C∗(Φ, qm) 6= 0.

By Corollary 3.1 it is then possible to obtain a k-bump solution q̄ such that each qji
, 1 ≤ i ≤ k,

is an mi-bump solution obtained from q0. In other words, we can glue mi-bump solutions into

a new multibump solution. However, we do not know whether it necessarily differs from all

m1 + . . . + mk–bump solutions obtained with the aid of Theorem 1.1.

Next we discuss the existence of periodic k-bump solutions of arbitrarily large minimal period

T . Let θ0, θk+1 be finite and let Θa
k be as in (2.6) except that now we also include θ0 and θk+1

in θ. Then all intervals Ii in (2.7) are finite. Let J :=
(

1
2(θ0 + θ1),

1
2(θk + θk+1)

)
, T := |J | (the

length of the interval J) and

ET :=
{
q ∈ H1(J, RN ) : q

(
1
2(θ0 + θ1)

)
= q

(
1
2(θk + θk+1)

)}
.

In ET we use the inner product and the norm (1.2) except that we integrate over J instead of

R. Obviously, Φ can be defined on ET by the formula (1.3), where again R is replaced by J , and

we may assume the functions q ∈ ET have been extended periodically. Then Φ ∈ C2(ET , R) and

Φ′(q) = 0 if and only if q is a T -periodic solution of (1.1). We may also introduce the θ-norm

(2.8) on ET .

Corollary 3.2 Suppose the hypotheses (H1)-(H3) are satisfied and q0 is an isolated homoclinic

solution of (1.1) such that C∗(Φ, q0) 6= 0. For each δ > 0 there exists a ∈ N with the property that

if k ≥ 1, θ0, θ1, . . . , θk+1 ∈ Z and θi+1−θi ≥ a for all i = 0, 1, . . . , k, then there is v ∈ H1(J, RN ),

‖v‖∞ ≤ δ, and a T -periodic solution q̄ of (1.1) such that q̄ = θ1 ∗ q0 + · · ·+ θk ∗ q0 + v for t ∈ J .

Note that if k = 1, then J = I1 and T = |I1| is the minimal period of q̄ for reasonably small

δ. If k ≥ 2, then in general T may not be the minimal period; however, this must be the case if

some Ii0 is larger than the other intervals and δ is sufficiently small.

Since the proof of Corollary 3.2 parallels that of Theorem 1.1, we only point out the main

differences. A general difference is that integration over R should be replaced by integration

over J throughout. Lemmas 2.3 and 2.4 remain valid except that in the definition of Ĩj the

intervals I1 and Ik are considered to be adjacent. Since
⊕k

i=1 θi ∗ N(L)a ⊂ ET , it makes sense

define VT,a and PT,a as in (2.9), with the orthogonal complement taken in ET . In Lemma 2.5

E should be replaced by ET and Va by VT,a. In the argument by contradiction qm ∈ ETm and

wm ∈ VTm,am. By the Tm-periodicity we may assume that Ijm is neither the first nor the last

interval in Jm, therefore vm = χmwm can be considered both as an element of ETm and E.

It follows that w ∈ R(L) and moreover, the inner product in (2.10) and (2.11) is the same in

E and ETm if supp v ⊂ Ĩjm. Now Lemma 2.5 follows, and so do Lemmas 2.7 and 2.8 after
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taking the above modifications into account. The mapping F is defined as in (2.15), except that

w ∈ VT,a and Pa is replaced by PT,a. So F : VT,a → VT,a. The remaining steps in the proof

of Theorem 1.1 go through after making easy changes in line with the modifications described

above. In particular, the definition of ϕ̃ is the same except that w(θ, z) ∈ VT,a. Note that

although w(θ, z) ∈ VT,a ⊂ ET and q̄ ∈ ET , v, which is given by (2.23), need not be in ET

(because in general qa
0 − q0 /∈ ET ).

We conclude this section by showing that there exist solutions having infinitely many bumps.

The argument we present here is well known [30].

Corollary 3.3 Suppose the hypotheses (H1)-(H3) are satisfied and q0 is an isolated homoclinic

solution of (1.1) such that C∗(Φ, q0) 6= 0. For each δ > 0 there exists a ∈ N with the property

that if (θi)i∈Z is a sequence such that θi ∈ Z and θi+1 − θi ≥ a for all i ∈ Z, then there is

v ∈ H1
loc(R, RN ) such that ‖v‖∞ ≤ δ and q̄ =

∑
i∈Z

θi ∗ q0 + v is a solution of (1.1). A similar

conclusion holds if (θi)i∈Z is replaced by (θi)i∈N or (θi)i∈−N.

Note that q̄ above is not a homoclinic solution and it does not need to be periodic.

Proof We consider the case i ∈ Z, the other ones being similar. Let δ and a corresponding a

be as in Theorem 1.1. For each m ≥ 1 there exists a homoclinic solution

qm(t) =
m∑

i=−m

θi ∗ q0(t) + vm(t)

such that ‖vm‖∞ ≤ δ. Since q0 decays exponentially, ‖qm‖∞ is bounded uniformly in m,

therefore it follows from (1.1) that so is ‖q̈ m‖∞, and a posteriori, ‖v̈ m‖∞. By the Arzelà-Ascoli

theorem, for each M ∈ N there exists v such that vm → v in L∞((−M,M), RN ) after passing

to a subsequence. Using the diagonal procedure we can define v on R in such a way that, up to

a subsequence, vm → v in L∞
loc(R, RN ) and ‖v‖∞ ≤ δ. Then the corresponding function q̄ is a

weak solution of (1.1). By standard regularity theory q̄ is a classical solution and in particular,

q̄ ∈ H1
loc(R, RN ). 2

It is clear from the above proofs that the conclusions of Corollaries 3.2 and 3.3 remain valid

in the framework of Corollary 3.1.

4 Relation to the Bernoulli shift

First we recall the definition of the Bernoulli shift. Let

Σ2 := {0, 1}Z =
{
s = {sj}j∈Z : sj ∈ {0, 1}

}
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be the set of doubly infinite sequences of 0’s and 1’s, endowed with the metric

(4.1) d(s, s̃) :=
∑

j∈Z

2−|j||sj − s̃j|.

(Σ2, d) is a compact and totally disconnected space, homeomorphic to the Cantor set. The

mapping σ : Σ2 → Σ2 given by

(4.2) (σ(s))j = sj+1

is called the Bernoulli shift on two symbols. It is continuous, it has a countable infinity of

periodic orbits, an uncountable infinity of nonperiodic orbits, a dense orbit and exhibits sensitive

dependence on initial conditions, see e.g. [35, Chapter 2] for more details. Moreover, the topo-

logical entropy h(σ) equals log 2 [33, Example 5.8.4] and is thus positive.

Let M be a metric space and f : M → M , g : M → Σ2 continuous mappings. We shall say

(M,f) is semiconjugate to (Σ2, σ) if g is surjective and the diagram

(4.3)

M
f−−−−→ M

g

y
yg

Σ2
σ−−−−→ Σ2

is commutative. If g is a homeomorphism, then f is conjugate to σ. It can be shown that

h(f) ≥ h(σ) whenever (M,f) is semiconjugate to (Σ2, σ) [33, Exercise 5.8.1.B].

Suppose now that a small δ > 0 (say, δ ≤ 1
2‖q0‖∞) is given and let a0 be such that the

conclusions of Theorem 1.1 and Corollary 3.2 are satisfied. For a ∈ N, a ≥ a0, set

Y :=
{
q ∈ L∞(R, RN ) : q(t) =

∑

i∈Z

siq0(t − ai) + v(t), si ∈ {0, 1}, ‖v‖∞ ≤ δ
}
.

So here we have θi = ai and Ii =
(
a(i − 1

2), a(i + 1
2)
)
. In Y we introduce a metric d by setting

d(q, 0) =
∑

i∈Z

2−|i|
(
si‖q0‖∞ + ‖v‖L∞(Ii,RN )

)
.

Since q0 decays exponentially and ‖q0‖∞ = ‖q0(· − ai)‖L∞(Ii,RN ), it is easy to verify that the

topology induced by d and the L∞
loc(R, RN )-topology coincide on Y . Let

X := {q ∈ Y : q is a solution of (1.1)}.

We shall show that X is compact. If (qm) is a sequence in X, then (sm) = (sm
i )i∈Z has

a convergent subsequence because Σ2 is compact. The argument of Corollary 3.3 shows that

vm → v in L∞
loc(R, RN ) after passing to a subsequence, ‖v‖∞ ≤ δ and the corresponding function

q is in X.
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Let Ta : X → X be the mapping given by (Taq)(t) := q(t + a), let fa : R
2N → R

2N be

the Poincaré (or time-a) mapping, fa(p̂, q̂) := (q̇(a), q(a)), where q = q(t) is the solution of

(1.1) satisfying the initial conditions q(0) = q̂, q̇(0) = p̂, and Ev : X → R
2N the evaluation

mapping, Ev(q) := (q̇(0), q(0)). Since X is compact and Ev continuous and injective, it is a

homeomorphism between X and I := Ev(X). Moreover, the diagram

(4.4)

I
fa−−−−→ I

Ev

x
xEv

X
Ta−−−−→ X

is commutative. Note that a priori fa maps I into R
2N , however, fa(I) ⊂ I by the commutativity

of (4.4).

Theorem 4.1 Under the assumptions of Theorem 1.1, if δ is small and a ∈ N large enough,

then (I, fa) is semiconjugate to (Σ2, σ). Moreover, to each periodic sequence s ∈ Σ2 there

correspond a periodic point (p̂, q̂) ∈ g−1(s) for fa, with the same minimal period as s, and a

periodic solution q̄ ∈ X of (1.1) such that Ev(q̄) = (p̂, q̂).

Proof Let q̄ =
∑

i∈Z
siq0(t − ai) + v(t) ∈ X and ϕ(q̄) := s = (si)i∈Z. Then ϕ : X → Σ2 is

continuous, according to Corollary 3.3 it is surjective, and it is easy to verify that the diagram

(4.5)

X
Ta−−−−→ X

ϕ

y
yϕ

Σ2
σ−−−−→ Σ2

is commutative. Hence setting g := ϕ◦(Ev)−1 and using (4.4), (4.5) we see that also the diagram

(4.3), with M = I and f = fa, is commutative. Hence the first conclusion.

Let s = (si)i∈Z be a periodic sequence having minimal period m. By Corollary 3.2 there

exists an am-periodic solution q̄ =
∑

i∈Z
siq0(t − ai) + v(t) ∈ X, it is clear that ϕ(q̄) = s, am is

the minimal period of q̄ and Ev(q̄) is a periodic point with minimal period m. 2

If the homoclinic q0 in Theorem 1.1 is nondegenerate (in the sense that N(L) = {0}), then

(I, fa) is conjugate to (Σ2, σ), see [4].

Remark 4.2 (i) As we have noted earlier, h(fa) ≥ h(σ) = log 2, hence h(f1) ≥ (log 2)/a

according to [33, Theorem 5.8.4].

(ii) The conclusion about the entropy has been obtained by Séré [30] for first order Hamil-

tonian systems with convex Hamiltonian. He has also shown that there exists an injective

mapping from Σ2 to I which is continuous up to δ (the same conclusion follows from our ar-

guments as well) and that the inverse of this mapping is uniformly continuous (which implies

semiconjugacy). However, existence of periodic solutions has not been considered in [30].
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Let

Σm+1 := {0, 1, . . . ,m}Z

be the set of doubly infinite sequences of m+1 symbols with the metric (4.1), where |si− s̃i| = 1

unless si = s̃i. The mapping σ : Σm+1 → Σm+1 given by (4.2) will be called the Bernouilli shift

on m + 1 symbols. By [33, Example 5.8.4] again, h(σ) = log(m + 1).

Suppose q1, . . . , qm are isolated homoclinics as in Corollary 3.1 and let a ≥ a0 be such that

the conclusions of Corollary 3.1, and of Corollary 3.2 for the case of m homoclinics, are valid.

Let

Ỹ :=
{
q ∈ L∞(R, RN ) : q(t) =

∑

i∈Z

qsi
(t − ai) + v(t), si ∈ {0, 1, . . . ,m}, ‖v‖∞ ≤ δ

}
,

where here (and only here) we set q0(t) := 0, and let

X̃ := {q ∈ Ỹ : q is a solution of (1.1)}.

Defining fa, Ta as before and setting Ĩ := Ev(X̃), we have the following extension of Theorem 4.1:

Corollary 4.3 Under the assumptions of Corollary 3.1, if δ is small and a ∈ N large enough,

then (Ĩ , fa) is semiconjugate to (Σm+1, σ). Moreover, to each periodic sequence s ∈ Σm+1 there

correspond a periodic point (p̂, q̂) ∈ g−1(s) for fa, with the same minimal period as s, and a

periodic solution q̄ ∈ X̃ of (1.1) such that Ev(q̄) = (p̂, q̂).

In view of the comments following Corollary 3.1 we can interpret the above corollary as

follows. Suppose W is even in q and q0 is as in Theorem 1.1. Let δ be small and a ∈ N

appropriately large. For each i ∈ Z we can choose (at random, say) si ∈ {0, 1, 2}, and this

choice will decide whether a solution q̄ ∈ X̃ will shadow 0, q0 or −q0 in the interval Ii, i.e.,

whether ‖q̄‖∞, ‖q̄ − q0‖∞ or ‖q̄ + q0‖∞ will be less than 2δ in Ii. Suppose now qj is a j-bump

solution obtained with the aid of Theorem 1.1, j = 1, . . . ,m. Then choosing si ∈ {0, 1, . . . ,m}
will decide whether a solution q̄ ∈ X̃ will shadow 0, q1, . . . or qm in Ii (and thus have 0, 1, . . .

or m bumps in this interval).

5 Homoclinics with nontrivial critical group

It is easy to see that (H1)-(H3) and (1.3) imply Φ(q) = 1
2‖q‖2 + o(‖q‖2) and Φ′(q) = q + o(‖q‖)

as q → 0 (see e.g. [13]). Hence, denoting the open ball and the sphere of radius ρ and center at

q respectively by Bρ(q) and Sρ(q), we have the following

Lemma 5.1 There exist α, ρ > 0 such that Φ(q) > 0 and 〈Φ′(q), q〉 > 0 for all q ∈ Bρ(0) \ {0}.
Moreover, Φ(q) ≥ α for all q ∈ Sρ(0).
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Suppose Φ0 \ {0} 6= ∅, let

Γ :=
{
γ ∈ C([0, 1]), E) : γ(0) = 0, γ(1) ∈ Φ0 \ {0}

}

and

(5.1) c := inf
γ∈Γ

max
s∈[0,1]

Φ(γ(s)).

Clearly, c ≥ α according to Lemma 5.1. In order to obtain homoclinics with nontrivial critical

groups we need to introduce further assumptions.

(H4) 0 < µW (q, t) ≤ q · Wq(q, t) for some µ > 2 and all q 6= 0, t ∈ R;

(H5) W (q, t) = 1
2B∞(t)q · q + W̃ (q, t), where W̃q(q, t) = o(|q|) uniformly in t as |q| → ∞ and

B∞ is an N × N symmetric matrix with 1-periodic entries;

(H6) There exists q∗ ∈ R
N such that (B(t) − B∞(t))q∗ · q∗ < 0 for all t ∈ R;

(H7) q · Wq(q, t) < Wqq(q, t)q · q for all q 6= 0, t ∈ R.

(H4) is the usual Ambrosetti-Rabinowitz superlinearity condition while (H5) is an asymptotic

linearity condition for Wq. (H6) implies that Φ has the mountain pass geometry if (H1)-(H3)

and (H5) hold. Finally, (H7) implies (as will be shown) that the Nehari manifold indeed is a

manifold.

A simple example of W satisfying (H2)-(H4) and (H7) is W (q, t) = 1
s |q|s, s > 2. Let now

h = h(s) be a function of class C1 for s ≥ 0 and suppose h(0) = 0, h′(s) > 0 for all s > 0 and

lims→∞ h(s) = h∞. Set H(s) :=
∫ s
0 σh(σ) dσ and W (q, t) := H(|q|). Then W satisfies (H2),

(H3), (H5) with B∞ = h∞I, (H6) if h∞ is large enough, and (H7).

As we have already seen, if q0 is a homoclinic, so is q0(· + a), a ∈ Z. We shall call two

homoclinics q0 and q1 geometrically distinct if q1 6= q0(· + a) for any a ∈ Z.

Theorem 5.2 Suppose B and W satisfy (H1)-(H4). If there exists ε > 0 such that Φc+ε,

where c is as in (5.1), contains only finitely many geometrically distinct critical points, then

C1(Φ, q0) 6= 0 for some q0 ∈ K(c).

Proof By [13, Theorem 2.19] and our assumption, K(c) is nonempty and consists of isolated

points. Using [13, Proposition 2.22] we can find a finite set A = {q1, . . . , qk} ⊂ K(c) with

the property that given ε̄1, r1 small enough, there exist ε1 ∈ (0, ε̄1) and γ ∈ Γ such that

Φ(γ(s)) ≤ c + ε1 for all s ∈ [0, 1] and γ(s) ∈ B̄r1
(q1) ∪ · · · ∪ B̄r1

(qk) whenever Φ(γ(s)) ≥ c − ε1.

Moreover, choosing ε̄1, r1 smaller if necessary, each B̄r1
(qj) is contained in a Gromoll-Meyer pair

(Wj ,W
−
j ) for Φ and qj, and by Lemma 2.2, Φ satisfies the Palais-Smale condition in Wj . Hence

it follows from the deformation lemma [26, Lemma 8.3] that we may assume Φ(γ(s)) ≤ c for

all s. Let γj be the portion of γ contained in B̄r1
(qj). For at least one j, γj ⊂ Φc ∩ B̄r1

(qj)
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and γj 6⊂ Φc ∩ B̄r1
(qj) \ {qj} (otherwise one could construct γ with maxs∈[0,1] Φ(γ(s)) < c,

contradicting the definition of c). Now it is easy to see that C1(Φ, qj) 6= 0 (cf. the argument of

Theorem 8.7 in [26]). 2

Theorems 1.1 and 5.2 imply the existence of k-bump solutions, with a independent of k.

Also the results of Sections 3 and 4 apply here. Hence we have recovered (and slightly extended)

the main results of [13, 15].

Next we show that if (H7) is satisfied, then homoclinics having nontrivial critical groups can

be obtained by constrained minimization. Let

M := {q ∈ E : 〈Φ′(q), q〉 = 0, q 6= 0}

be the Nehari manifold.

Lemma 5.3 Assume (H1)-(H3), (H7) and either (H4) or (H5), (H6). Then M 6= ∅. Moreover,

M is a closed C1-submanifold of codimension 1 in E.

Proof If (H4) is satisfied, then W (q, t) ≥ c1|q|µ − c2 for some c1, c2 > 0 and all q. Let q0 ∈ E,

q0 6= 0. Then

(5.2) f(s) := 〈Φ′(sq0), sq0〉 = s2‖q0‖2 −
∫

R

sq0 · Wq(sq0, t) dt

and it is easily seen that f(s) > 0 for small s > 0 while f(s) < 0 for s large. Hence f(s0) = 0

and s0q0 ∈ M for some s0 > 0. So M 6= ∅.
If (H5) and (H6) hold, (B(t) − B∞(t))q∗ · q∗ < −ε0|q∗|2 for all t ∈ R and some q∗ ∈ R

N ,

ε0 > 0. Let q0(t) = ϕ(t)q∗, where ϕ ∈ C∞
0 (R) is such that ‖q0‖2 = 1 and ‖q̇0‖2

2 ≤ ε < ε0. Also

in this case f(s) > 0 for small s > 0 according to (5.2). Furthermore,

f(s) = s2

∫

R

(|q̇0|2 + (B(t) − B∞(t))q0 · q0) dt −
∫

R

sq0 · W̃q(sq0, t) dt

≤ s2(ε − ε0) + o(s2) as s → ∞

(that the integral containing W̃q is o(s2) follows from the dominated convergence theorem).

Hence f(s) < 0 for large s, so M 6= ∅ again.

Since 0 is an isolated point in the set {q ∈ E : 〈Φ′(q), q〉 = 0} in view of Lemma 5.1, M is

closed. Let J(q) := 〈Φ′(q), q〉. Then J ∈ C1(E, R), J |M = 0 and if q ∈ M,

(5.3) 〈J ′(q), q〉 = 〈J ′(q), q〉 − 2J(q) =

∫

R

(q · Wq(q, t) − Wqq(q, t)q · q) dt < 0

according to (H7). Hence J ′ 6= 0 on M and M is a C1-manifold of codimension 1. 2
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Lemma 5.4 Under the assumptions of the preceding lemma, let q ∈ M and

h(s) := Φ(sq) =
1

2
s2‖q‖2 −

∫

R

W (sq, t) dt, s ≥ 0.

Then h′(s) > 0 for 0 < s < 1 and h′(s) < 0 for s > 1. In particular, h(s) < h(1) for all s ≥ 0,

s 6= 1 and maxs≥0 Φ(sq) = Φ(q).

Proof Since q ∈ M and

h′(s) = s‖q‖2 −
∫

R

q · Wq(sq, t) dt,

h′(1) = 0. It follows from (H7) that s 7→ q · Wq(sq, t)/s, s > 0, is strictly increasing. Hence the

conclusion. 2

Theorem 5.5 Assume (H1)-(H3), (H7) and either (H4) or (H5)-(H6). Let c := infq∈M Φ(q).

Then c is attained and c > 0. Moreover, q0 ∈ M is a critical point of Φ if Φ(q0) = c, and

C1(Φ, q0) 6= 0 if q0 is an isolated minimizer on M.

It can be interesting to compare Theorem 5.2 and the part of Theorem 5.5 which deals with

superquadratic W . In both cases the hypotheses (H1)-(H4) are needed. In order to obtain the

conclusion concerning the critical group C1 in Theorem 5.2 it was necessary to assume Φc+ε

contains only finitely many geometrically distinct critical points. In Theorem 5.5 this condition

has been replaced by the weaker one that there is an isolated critical point at the level c.

However, this was done at the expense of introducing the more restrictive hypothesis (H7).

In view of the results contained in [17] and [34] we expect that there is a result similar to

Theorem 5.2 also in the asymptotically linear case, with (H7) replaced by some weaker conditions

like in [17, 34].

Proof of Theorem 5.5 Since h(1) > h(0) = 0, where h(s) is as in Lemma 5.4, Φ(q) > 0 for

all q ∈ M. So if c is attained, c > 0.

Let (qm) ⊂ M, Φ(qm) → c. By Ekeland’s variational principle (see e.g. [26]) we can choose

qm so that (Φ|M)′(qm) → 0. Since 〈Φ′(qm), qm〉 = 0 and 〈J ′(qm), qm〉 < 0 according to (5.3) (so

qm is transversal to M), it follows that Φ′(qm) → 0 and (qm) is a Palais-Smale sequence.

We need to show that (qm) is bounded. Since this is well known in the superlinear case, see

e.g. [13], it suffices to consider asymptotically linear Wq. We adapt an argument which may be

found in [20]. Suppose ‖qm‖ → ∞ and set wm := αqm/‖qm‖, where α2 > 2c. If

(5.4) sup
t∈R

∫ t+r

t−r
|wm(t)|2 dt → 0 as m → ∞

for some r > 0, then wm → 0 in Ls(R, RN ) for all s ∈ (2,∞) according to P.L. Lions’ vanishing

lemma [36, Lemma 1.21]. In view of (H3) and (H5), for each ε > 0 there exists Cε such that
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|W (q, t)| ≤ ε|q|2 + Cε|q|s (s > 2 fixed). Hence
∫

R
W (wm, t) dt → 0 and

Φ(wm) =
1

2
‖wm‖2 −

∫

R

W (wm, t) dt → α2/2.

By Lemma 5.4, Φ(wm) ≤ Φ(qm) → c and therefore α2/2 ≤ c < α2/2, a contradiction. So

vanishing cannot occur and hence there exist tm such that

lim
m→∞

∫ tm+r

tm−r
|wm(t)|2 dt ≥ η > 0

for almost all m. Taking a larger r we may assume tm ∈ Z, hence setting w̃m(t) := wm(tm + t)

we obtain

(5.5)

∫ r

−r
|w̃m(t)|2 dt ≥ η.

Since ‖w̃m‖ = ‖wm‖ = α, w̃m ⇀ w̃ in E and w̃m → w̃ in L2
loc(R, RN ) and a.e. in R after passing

to a subsequence. It follows from (5.5) that w̃ 6= 0. Let q̃m(t) := qm(tm + t). Then (q̃m) is a

Palais-Smale sequence by the periodicity of B and W , hence for each v ∈ E,
∫

R

( ˙̃qm · v̇ + (B(t) − B∞(t))q̃m · v) dt −
∫

R

W̃q(q̃m, t) · v dt → 0,

and therefore∫

R

( ˙̃wm · v̇ + (B(t) − B∞(t))w̃m · v) dt − α

∫

R

W̃q(q̃m, t) · v/‖q̃m‖ dt → 0.

Letting m → ∞ and using the dominated convergence theorem in the second integral above we

see that

− ¨̃w + (B(t) − B∞(t))w̃ = 0.

However, since B and B∞ are 1-periodic, w̃ must be 0 as follows from [18, Proposition 2.2]. This

contradiction shows (qm) is bounded.

For the sequence (qm) which is bounded by now, we use a similar argument again. If (5.4)

is satisfied, then qm → 0 in Ls(R, RN ), so

‖qm‖2 =

∫

R

qm · Wq(qm, t) dt → 0

and 0 ∈ M, a contradiction. Therefore (5.5) holds with w̃m replaced by q̃m, so passing to

a subsequence, q̃m ⇀ q0 6= 0, Φ′(q̃m) → 0 and Φ(q̃m) → c. But then Φ′(q0) = 0 because

〈Φ′(qm), v〉 → 〈Φ′(q0), v〉 for all v ∈ E as is easy to see. Hence c is attained at q0.

It is clear that each q0 minimizing Φ on M is a critical point. Suppose q0 is isolated and

let γ be the line segment sq0, 1 − ε ≤ s ≤ 1 + ε, ε > 0 small. Then γ ⊂ Φc ∩ B̄2ε(q0) and

γ 6⊂ Φc ∩ B̄2ε(q0) \ {q0} according to Lemma 5.4, hence C1(Φ, q0) 6= 0. 2

Consider now (1.1) with B(t) = B0 + εB1(t), where ε > 0, B0 is a positive definite constant

matrix and W = W (q). This is a perturbation of the autonomous system

(5.6) −q̈ + B0q = W ′(q),
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and the corresponding functional is

Φε(q) =
1

2

∫

R

(|q̇|2 + B0q · q) dt +
1

2
ε

∫

R

B1(t)q · q dt −
∫

R

W (q) dt.

We shall denote the Nehari manifold for this problem by Mε, and we write Φ0,M0 if ε = 0.

Although it is possible to allow more general time-periodic perturbations of the system (5.6), for

simplicity we prefer to restrict ourselves to the situation described above. Note that such more

general perturbations have been consider in [7], however, under the assumption that (5.6) has a

solution q0 with N(Φ′′
0(q0)) = Rq̇0. In [7] the relation to the Melnikov function is also discussed.

Theorem 5.6 Assume (H1)-(H3), (H7) and either (H4) or (H5)-(H6), where B and W are as

above. Let cε := infq∈Mε Φε(q) and let δ ∈ (0, c0/2). If ε > 0 is small enough and Φcε+δ
ε has

only finitely many geometrically distinct critical points, then there exists a critical point q̃ for

Φε such that Φε(q̃) ∈ (cε, cε + δ) ⊂ (cε, 2cε) and C2(Φε, q̃) 6= 0.

Proof We claim that for a fixed R > 0, if q ∈ M0 ∩ B̄R(0) and sq ∈ Mε, then s → 1 uniformly

in q as ε → 0. Let

hε(s) := Φε(sq) =
1

2
s2

∫

R

(|q̇|2 + B0q · q) dt +
1

2
s2ε

∫

R

B1(t)q · q dt −
∫

R

W (sq) dt.

Then by Lemma 5.4, h′
0 is positive for 0 < s < 1 and negative for s > 1. Hence for each ε0 > 0,

h′
0(1 − ε0) > 0 and therefore

h′
ε(1 − ε0) = h′

0(1 − ε0) + (1 − ε0)ε

∫

R

B1(t)q · q dt > 0

for all q ∈ M0 ∩ B̄R(0) provided ε is small enough. Similarly, h′
ε(1 + ε0) < 0, so sq ∈ Mε for

some s ∈ (1 − ε0, 1 + ε0) and the claim follows.

Given a small ε > 0, there exists a minimizer q0 for Φε, and it follows from the claim

above that Φε(q0) = cε > δ. Let qτ (t) := q0(t + τ). Then q1 is also a minimizer by the Z-

invariance of Φε and q0, q1 are isolated critical points according to our assumptions. Choose

σ so that σq0 ∈ M0. Then σqτ ∈ M0 for all τ by the R-invariance of Φ0 and there exists

s = s(τ) ∈ C([0, 1], R) such that s(τ)qτ ∈ Mε. It follows from the claim that for any ε0 > 0 and

0 ≤ τ ≤ 1, s(τ) ∈ (1 − ε0, 1 + ε0) whenever ε is sufficiently small (note that s(0) = s(1) = 1 as

q0, q1 ∈ Mε). Set

Γ̃ := {γ ∈ C([0, 1]),Mε) : γ(0) = q0, γ(1) = q1}
and

c̃ := inf
γ∈eΓ

max
τ∈[0,1]

Φ(γ(τ)).

Since q0 and q1 are isolated, c̃ > Φε(q0) = cε. As

Φε(q) − Φ0(q) =
1

2
ε

∫

R

B1(t)q · q dt,
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it is easy to see that for all ε small enough,

Φ0(σqτ ) < cε + δ/2 and |Φε(s(τ)qτ ) − Φ0(σqτ )| < δ/2, 0 ≤ τ ≤ 1.

Hence maxτ∈[0,1] Φε(s(τ)qτ ) < cε + δ and cε < c̃ < cε + δ < 2cε because τ 7→ s(τ)qτ ∈ Γ̃.

We remark here that since q ∈ Mε is transversal to the tangent space to Mε at q, (qm) ⊂ Mε

is a Palais-Smale sequence for Φε|Mε if and only if it is a Palais-Smale sequence for Φε in E.

Therefore [13, Proposition 1.24] applies to Φε|Mε . Keeping this in mind, an inspection shows

that the arguments of [13, Propositions 2.3 and 2.22] go through for deformations on Mε, hence

we see as in the proof of Theorem 5.2 that there exists a critical point q̃ ∈ Φ−1
ε (c̃) such that

C1(Φε|Mε , q̃) 6= 0. If (W̃ , W̃−) is a Gromoll-Meyer pair and Ṽ a corresponding pseudogradient

field for Φε|Mε and q̃, it is easy to see that (W,W−) := h
(
(W̃ , W̃−) × ([−1, 1], {−1, 1})

)
,

where h(q, s) = (1 + ρs)q (ρ > 0 small enough) is a Gromoll-Meyer pair for Φε and q̃ in E (a

corresponding vector field is e.g. V ((1 + ρs)q) = Ṽ (q) − ρsq). Hence

H∗(W,W−) = H∗(W̃ , W̃−) ⊗ H∗([−1, 1], {−1, 1}) = H∗+1(W̃ , W̃−)

and C2(Φε, q̃) 6= 0. 2

Note that if c̃ > 2cε, then there are multibumps close to the level 2cε and the finiteness

assumption of Theorem 5.6 will never be satisfied below the level c̃. Therefore it is important

to have cε + δ < 2cε.

We point out that by Theorems 1.1 and 5.6 we obtain new multibump solutions whose

existence does not follow from Theorems 1.1 and 5.5.

6 Schrödinger equation

In this final section we consider the semilinear Schrödinger equation

(6.1) −∆u + V (x)u = g(x, u), x ∈ R
N , u ∈ R.

Denote the spectrum of −∆ + V in L2(RN ) by σ(−∆ + V ), set G(x, u) :=
∫ u
0 g(x, s) ds, 2∗ :=

2N/(N − 2) if N ≥ 3 and suppose the following hypotheses are satisfied:

(S1) V ∈ C(RN , R) is 1-periodic in each of the variables x1, . . . , xN and σ(−∆ + V ) ⊂ (0,∞);

(S2) g, gu ∈ C(RN × R, R) are 1-periodic in x1, . . . , xN ;

(S3) |gu(x, u) − gu(x, v)| ≤ C(1 + |u| + |v|)2∗−2−α|u − v|α for all u, v ∈ R and some C > 0,

α ∈ (0,min{1, 2∗ − 2}) if N ≥ 3,

|gu(x, u)− gu(x, v)| ≤ C(1 + |u|+ |v|)p|u − v|α for all u, v ∈ R and some C > 0, α ∈ (0, 1],

p > 0 if N = 2;

26



(S4) g(x, 0) = gu(x, 0) = 0 for all x ∈ R
N .

Note that in (S1) we have made no assumption that V ≥ 0 (cf. Lemma 6.2 below). Hypoth-

esis (S3) is a condition of local uniform Hölder (or Lipschitz if α = 1) continuity with a growth

restriction on the Hölder (or Lipschitz) constant. A slightly different variant of (S3) may be

found in [27, p. 277]. It is easy to verify that g(x, u) = |u|p−2u satisfies (S3) for any p ∈ (2,∞)

if N = 2 and any p ∈ (2, 2∗] if N ≥ 3 (if p < 3, then α = p − 2, otherwise α = 1).

Let E := H1(RN ) and

〈u, v〉 :=

∫

RN

(∇u · ∇v) + V (x)uv) dx, ‖u‖ := 〈u, u〉1/2.

It follows from (S1) that 〈. , .〉 is an equivalent inner product in E (see e.g. [32]). The functional

corresponding to (6.1) is

Φ(u) =

∫

RN

(|∇u|2 + V (x)u2) dx −
∫

RN

G(x, u) dx ≡ 1

2
‖u‖2 −

∫

RN

G(x, u) dx

and it is well known that Φ ∈ C2(E, R) and if Φ′(u) = 0, then u is a solution of (6.1). Moreover,

|u(x)| ≤ Ce−λ|x| for all x ∈ R
N and some C, λ > 0. To see this, we first note that u ∈ L∞(RN )

and u(x) → 0 as |x| → ∞ (see e.g. [9]). Now we follow the argument of [27, Theorem 6.1]

(where g of subcritical growth has been considered) and re-write (6.1) as

−∆u + Ṽ (x)u ≡ −∆u + (V (x) − g(x, u)/u)u = 0.

Since u is continuous (by standard elliptic estimates) and tends to 0 as |x| → ∞, Ṽ ∈ L∞(RN )

and Ṽ (x) − V (x) → 0 as |x| → ∞. Therefore σess(−∆ + Ṽ ) = σess(−∆ + V ) ⊂ (0,∞) and as

0 ∈ σ(−∆ + Ṽ ), the conclusion follows from [31, Theorem C.3.5].

Let θ = (ξ1, . . . , ξN ) ∈ R
N ,

(θ ∗ u)(x) := u(x − θ)

and

|θ − θ̃|∞ := max
1≤j≤N

|ξj − ξ̃j| (the maximum norm in R
N ).

The following result is an analogue of Theorem 1.1 for the Schrödinger equation:

Theorem 6.1 Suppose the hypotheses (S1)-(S4) are satisfied and u0 ∈ E \ {0} is an isolated

(in E) solution of (6.1) such that C∗(Φ, u0) 6= 0. For each δ > 0 there exists a ∈ N with the

property that if k ≥ 2, θ1, θ2, . . . , θk ∈ Z
N and |θi − θj|∞ ≥ a for all i 6= j, then there is v ∈ E

such that ‖v‖θ ≤ δ (the θ-norm will be defined below) and ū = θ1 ∗ u0 + . . . + θk ∗ u0 + v is a

solution of (6.1).

The proof is similar to that of Theorem 1.1, therefore we only point out the main differences.

Let

Θa
k := {θ = (θ1, . . . , θk) ∈ Z

Nk : |θi − θj|∞ ≥ 2a if i 6= j},
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and for each θ ∈ Θa
k let Qi, 1 ≤ i < k, be cubes centered at θi, having edges parallel with the

coordinate axes, of length ≥ a, and such that |x − y|∞ ≥ a for each x ∈ Qi, y ∈ Qj, i 6= j. The

last “cube”, Qk, is the complement of Q1 ∪ · · · ∪ Qk−1 in R
N . We also require |x − y|∞ ≥ a if

x ∈ Qi, y ∈ Qk, i < k. Now we set

‖u‖θ := max
1≤i≤k

‖u‖i, where ‖u‖2
i :=

∫

Qi

(|∇u|2 + V (x)u2) dx.

The first conclusion of Lemma 2.3 is obviously true here (while the second is not). In Lemma

2.4 we take Q̃j = {x ∈ R
N : dist(x,Qj) < a/4} and it is easy to see that |∇χj(x)| ≤ c/a for

a suitable constant c. This gives the conclusion. Employing the Z
N -invariance of Φ and the

argument of Lemma 2.5 we obtain

lim inf
m→∞

∫

RN

gu(x, uam

0 + um)wmvm dx ≥ 1

2
,

where u0(x) → 0 as |x| → ∞ and since ‖um‖θm = ‖um‖jm → 0, um → 0 in H1(Q̃jm). Hence by

(S3) and (S4) (assuming N ≥ 3; the case N = 2 is similar),

∣∣∣∣∣

∫

RN\Q
gu(x, uam

0 + um)wmvm dx

∣∣∣∣∣ ≤ C

∫

eQjm\Q
(|uam

0 + um|α + |uam

0 + um|2∗−2)|wm| |vm| dx

≤ ε‖wm‖2
jm

= ε

for a suitable cube Q and m large enough (cf. (2.12)). Since uam

0 + um → u0 and wm ⇀ 0 in

H1(Q), ∫

Q
gu(x, uam

0 + um)wmvm dx → 0

which gives the desired contradiction. In Lemma 2.7 it follows from (S3) and the inclusion

supp za
j ⊂ Qj that

∫

RN

|gu(x, ua
0 + u) − gu(x, u0)| |w| |za

j | dx

≤ C1

∫

RN

(1 + |u| + |u0|)2
∗−2−α(|u|α + |u0 − ua

0|α)|w| |za
j | dx.

In Lemma 2.8 we now have

∣∣〈(Φ′′(u) − Φ′′(ũ))w, v〉
∣∣ ≤

∫

RN

|gu(x, u) − gu(x, ũ)| |w| |v| dx

≤ C

∫

RN

(1 + |u| + |ũ|)2∗−2−α|u − ũ|α|w| |v| dx.

Since ‖u − ũ‖j ≤ ‖u − ũ‖θ ≤ δ, the conclusion follows using the Sobolev embedding theorem

and the argument of this lemma. The remaining parts of the proof of Theorem 6.1 follow the

corresponding ones in Section 2 and require only notational changes.
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It is clear that Corollary 3.1 has its counterpart here and so does Corollary 3.2 if one de-

composes R
N into cubes in a different way. More precisely, let Qk be a cube having vertices in

Z
N , edges of length ka, and subdivide it into kN equal cubes Qk

i . Then one can work in the

space H1
per(Q

k) of functions u ∈ H1
loc(R

N ) which are ka-periodic in each variable and, for a large

enough and independent of k, find periodic kN -bump solutions of (6.1).

Similarly one obtains m-bump solutions of (6.1) in E if one chooses m−1 cubes Q1, . . . , Qm−1

from {Qk
i } and sets Qm = R

N \ (Q1 ∪ · · · ∪ Qm−1). Since ‖v‖θ ≤ δ, using standard elliptic esti-

mates we see that the solution ū, and hence also v, is uniformly bounded in L∞(RN ). This leads

to solutions of the form

(6.2) ū(x) =
∑

i∈ZN

siu0(x − ai) + v(x), si ∈ {0, 1}, ‖v‖θ ≤ δ.

Set Σ := {0, 1}ZN
and define (in the terminology of [4]) the multishift operator σm ∈ C(Σ,Σ)

by setting (σm(s))j := sj+m, j,m ∈ Z
N . Let further X be the set of solutions of the form (6.2),

(Tm
a u)(x) := u(x + am) and ϕ(ū) = s = (si)i∈ZN , ū ∈ X. Then ϕ(X) = Σ and the diagram

X
T m

a−−−−→ X

ϕ

y
yϕ

Σ
σm

−−−−→ Σ

is commutative. Moreover, ϕ−1(s) contains a periodic solution for each s which is periodic in

all variables. This result corresponds to Theorem 4.1. If N(L) = {0}, then ϕ is invertible

according to [4]. Note that for our Newtonian systems all multishifts σm are generated by σ

while for Schrödinger equations the N “elementary” shifts σej , 1 ≤ j ≤ N , are needed in order

to generate all σm (ej is the j-th element of the standard basis in R
N ).

It is not difficult to adapt Theorems 5.2, 5.5 and 5.6 to the present situation. According

to Theorem 6.1 and the comments above, this would extend the main results of [14] and [34]

(however, assumption (S3) is more restrictive than the growth restrictions there). Instead of

working out the details, we focus on the equation

(6.3) −∆u + V (x)u = |u|2∗−2u, x ∈ R
N , N ≥ 4.

Then g(x, u) = |u|2∗−2u satisfies (S3) as we have already observed and obviously, it satisfies

(S2), (S4). We also assume (S1) holds. If V (x) = λ 6= 0, then it is known [6] that (6.3) has only

the trivial solution u = 0 in E. Here we shall require V to be sign-changing. That such V can

satisfy (S1) follows from the result below. Let Q0 := [0, 1]N .

Lemma 6.2 If V is continuous, 1-periodic in x1, . . . , xN and
∫
Q0

V (x) dx > 0, then σ(−∆ +

V ) ⊂ (0,∞).
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Proof According to [22, p. 161], the bottom of σ(−∆ + V ) equals the infimum of λ1(p) over all

p ∈ 2π Q0, where λ1(p) is the first eigenvalue of (i∇− p)2 in H1
per(Q0, C). Since

λ1(p) = inf
u∈H1

per(Q0,C)\{0}

∫
Q0

|(∇ + ip)u|2 dx +
∫
Q0

V (x)|u|2 dx
∫
Q0

|u|2 dx
,

it is easy to see, e.g. by expanding u in a Fourier series, that infp∈Q0
λ1(p) > 0. 2

Let M denote the Nehari manifold again.

Theorem 6.3 Suppose V satisfies (S1), V (x0) < 0 for some x0 and let Φ be the functional

corresponding to (6.3). Then c := infu∈M Φ(u) is attained and c > 0. Moreover, u0 ∈ M is a

critical point of Φ if Φ(u0) = c, and C1(Φ, u0) 6= 0 if u0 is an isolated minimizer on M.

Proof Since g(x, u)u < gu(x, u)u2 for all u 6= 0, where g(x, u) = |u|2∗−2u, M has the properties

stated in Lemma 5.3. Also the conclusion of Lemma 5.4 holds here, therefore c is the mountain

pass level defined at the beginning of Section 5. By the argument of Theorem 5.5, if u0 ∈ M
and Φ(u0) = c, then u0 is a critical point of Φ and C1(Φ, u0) 6= 0 provided u0 is an isolated

minimizer.

It remains to show that c is attained. This, however, follows implicitly from [8] as will be

explained below. A special case of the result contained there asserts that if 0 /∈ σ(−∆ + V ) and

σ(−∆ + V )∩ (−∞, 0) 6= ∅, then (6.3) has a nontrivial solution if N ≥ 4. If σ(−∆ + V ) ⊂ (0,∞)

and V (x0) < 0 for some x0, then the argument in [8] still applies and becomes in fact simpler.

Our functional here has the mountain pass instead of the linking geometry and we obtain a

sequence (um) such that Φ′(um) → 0 and Φ(um) → c. This sequence is bounded and by the

argument of [8], it cannot be vanishing because c < SN/2/N as V (x0) < 0, where

S := inf
u∈E\{0}

‖∇u‖2
2

‖u‖2
2∗

.

Therefore, possibly after translating um by some xm ∈ Z
N , um ⇀ u0 6= 0 and Φ′(u0) = 0. Since

Φ(um) = Φ(um) − 1

2
〈Φ′(um), um〉 + o(1) =

1

N
‖um‖2∗

2∗ + o(1) → c

and Φ(u0) = 1
N ‖u0‖2∗

2∗ , Φ(u0) ≤ c. Since there are no solutions u 6= 0 below the level c, we must

have Φ(u0) = c. 2

Corollary 6.4 Suppose V satisfies (S1), V (x0) < 0 for some x0 and Φ is the functional cor-

responding to (6.3). If there exists an isolated minimizer for Φ on M, then (6.3) possesses

multibump solutions described in Theorem 6.1. Moreover, since Φ is even, there also exist

multibumps of the form ū = s1θ1 ∗ u0 + . . . + skθk ∗ u0 + v, where si = 1 or −1, 1 ≤ i ≤ k.
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