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Abstract
In this paper† a stochastic model for describing one of the possible

underlying biological mechanisms of postantibiotic e�ect (PAE) (the
delayed regrowth of the bacteria after complete removal of an antibi-
otic) is formulated. The model is based on the theory of penicillin
binding proteins (PBPs), where the PAE is the time required by the
bacteria to synthesize new PBPs before growth. Newly synthesized
PBPs are unsaturated and becomes saturated under antibiotic pres-
sure and eventually removed.

The model assumes that unsaturated PBPs are attached (synthe-
sized) to a bacterium according to a Poisson process and that these
are saturated with an intensity proportional to the antibiotic concen-
tration of the treatment. The calculations and results are divided into
three simplifying steps toward a more realistic approach. At �rst,
we assume constant antibiotic concentration and no initial PBPs. Sec-
ondly, we assume constant antibiotic concentration, but with an initial
set of unsaturated PBPs (no saturated PBPs). Thirdly, we assume ex-
ponentially declining antibiotic concentration and the same initial set
of unsaturated PBPs.

The stochastic models are solved using a set of Kolmogorov equa-
tions and exact solutions with interesting properties can be derived for
all three steps. The results are useful for giving a better understanding
of the time properties of PAE.

∗Postal address: Mathematical Statistics, Stockholm University, SE-106 91Stockholm,
Sweden. E-mail: patricia@math.su.se.

†This paper was presented at the 15th European Young Statisticians Meeting (EYSM)
and published in preliminary form in the supplement to the EYSM Conference Proceed-
ings.
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1 Introduction

The rapid evolution of antibiotic resistance in pathogenic bacteria, due to
overuse and misuse of antibiotics, is today a major public health problem.
While the antibiotic resistance is increasing, the research for development of
new antimicrobial agents is decreasing. As a result, activities to maintain the
e�ect of existing antibiotics and thereby prolong their useful lifespan have a
high priority. The knowledge though, of how to use existing antibiotics to
minimize the emergence of resistance without compromising e�cacy is today
inadequate.

The clinical implication of long postantibiotic e�ects (PAEs) lies in the possi-
bility of increasing the intervals between drug administrations, thus allowing
fewer daily doses and thereby potentially reducing treatment costs, increasing
patient compliance and decreasing drug exposure ([1],[2]).

In spite of the increasing interest in the PAE as an important parameter
for the dosage and frequency of administration of a drug, knowledge of this
phenomenon is still incomplete. One possible explanation for the PAE is
that it represents the time required for synthesis of new penicillin binding
proteins (PBP), before growth of bacteria ([3],[4]).

In this work a stochastic model for describing the dynamics behind PAE is
derived. The results are useful for giving a better understanding of the time
properties of PAE.

2 Models

The models describe how new PBPs are being created, going from unsatu-
rated to saturated and �nally being removed. This process takes place inde-
pendently for all existing PBPs. We will assume that there are a number of
unsaturated PBPs at the start and that new PBPs are created according to
a Poisson process during the time of study. The unsaturated PBPs become
saturated at a rate that depends on the concentration, while the saturated
are removed at a di�erent rate. We will �rst consider constant concentration
and later declining concentration:

{
c(t) = C0 (Constant antibiotic concentration)
c(t) = C0e

−kt (Declining antibiotic concentration)

Assume that PBPs can be in either of two states: 1) unsaturated or 2)
saturated with antibiotics. Let X(t) denote the number of PBPs that are
unsaturated (in state 1) at time t and Y (t) the number of saturated PBPs
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(in state 2) at time t. Furthermore assume that a PBP remains unsaturated
for an exponentially distributed time, so that (X(t), Y (t)) becomes a Markov
process with transition rates as listed in Table 1. A schematic picture of this
model is given in Figure 1.

From To Rate
(x, y) (x + 1, y) β
(x, y) (x− 1, y + 1) γc(t)x
(x, y) (x, y − 1) µy

Table 1: Transition rates of the Markov process

       γc(t)    µ   β

Figure 1: A schematic picture of the model. Initially a new PBP is created (left arrow)
with an intensity β. When antibiotics are added to the system, the PBP becomes saturated
(middle arrow) with an intensity γc(t) and later the PBP is removed (right arrow) from
the bacteria with an intensity µ.

Let pj,k(t) = P (X(t) = j, Y (t) = k) be the joint probability of sizes j and k
at time t. The Kolmogorov equations can then be written as

pj,k(t + ∆t) = pj,k(t)[1− (β + γc(t)j + µk)∆t] + pj−1,k(t)[β∆t]

+pj+1,k−1(t)[γc(t)(j + 1)∆t] + pj,k+1(t)[µ(k + 1)∆t] (1)
+o(∆t)

and from this it follows that
∂pj,k(t)

∂t
= −(β + γc(t)j + µk)pj,k(t) + βpj−1,k(t)

+γc(t)(j + 1)pj+1,k−1(t) + µ(k + 1)pj,k+1(t) (2)
for j ≥ 1 and k ≥ 1.

Consider the probability generating function for X(t) and Y (t) de�ned as
P (s1, s2, t) =

∑

j,k

sj
1s

k
2pj,k(t). (3)

By multiplying both sides in (2) with sj
1s

k
2 and summing over j and k together

with the de�nition in (3), we get the partial di�erential equation (PDE) for
the generating function:

∂P

∂t
= (s1 − 1)βP + (s2 − s1)γc(t)

∂P

∂s1

+ (1− s2)µ
∂P

∂s2

(4)
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2.1 Constant antibiotic concentration and no initial PBPs

With the initial conditions X(0) = 0 and Y (0) = 0 which yields P (s1, s2, 0) =
1, we get the solution to the PDE in (4) as

P (s1, s2, t) = e(s1−1)λ1(t)+(s2−1)λ2(t), (5)
where 




λ1(t) = β[1−e−γC0t]
γC0

λ2(t) =
β[e−γC0t−1− γC0

µ
(e−µt−1)]

γC0−µ
.

This is the product of the generating functions of two Poisson distributions,
which means that X(t) and Y (t) are statistically independent random vari-
ables.

2.2 Constant antibiotic concentration and an initial set
of unsaturated PBPs (no saturated PBPs)

It is more realistic to assume that the initial conditions are X(0) = n and
Y (0) = 0, which yields P (s1, s2, 0) = sn

1 .

Since each PBP develops independently, the n unsaturated PBPs that are al-
ready in the process from the start and the newly created PBPs can be treated
separately, with the latter part following independent Poisson distributions
with a bivariate pdf in (5). In order to separate the two parts, let us intro-
duce the notation (X ′(t), Y ′(t)) for PBPs which were created and saturated,
respectively after t > 0 and (X ′′(t), Y ′′(t)) for PBPs which were already ex-
isting at t = 0. Furthermore, with these notations, let X(t) = X ′(t) + X ′′(t)
and Y (t) = Y ′(t) + Y ′′(t).

The n unsaturated PBPs that are in the process from the start will move
independently with equal probabilities between the di�erent states: From
unsaturated to saturated and from saturated to removed. Let π1(t) denote
the probability that a PBP that was unsaturated (in state 1) at time 0 will
still be unsaturated at time t and furthermore π2(t) the probability that the
PBP is instead saturated (in state 2) at time t. Thus, (X ′′(t), Y ′′(t), n −
X ′′(t) − Y ′′(t)) will have a trinomial distribution with parameters n, π1(t),
π2(t) and 1 − π1(t) − π2(t). In this process (n − X ′′(t) − Y ′′(t)) PBPs are
removed.

Now the product of the two parts of probability generating functions for the
PBPs present in the process at time 0 and the PBPs arriving after time 0
yields the following distribution

P (s1, s2, t) = e(s1−1)λ1(t)+(s2−1)λ2(t)(1 + (s1 − 1)π1(t) + (s2 − 1)π2(t))
n, (6)
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where the occupation probabilities π1(t) and π2(t) can be derived from the
Kolmogorov equation in (2). In this equation the bivariate probabilities p10(t)
and p01(t) corresponds to π1(t) and π2(t), respectively. Since we are looking
at the process for the n PBPs which started as unsaturated (in state 1), it
follows that β = 0. Hence,

{
dπ1(t)

dt
= −γC0π1(t)

dπ2(t)
dt

= γC0π1(t)− µπ2(t).
(7)

From the assumption that the time in the unsaturated state is exponential,
it follows with the initial conditions π1(0) = 1 and π2(0) = 0 that

{
π1(t) = e−γC0t

π2(t) = γC0

µ−γC0
(e−γC0t − e−µt).

2.3 Exponentially declining antibiotic concentration and
an initial set of unsaturated PBPs (no saturated
PBPs)

The most realistic model for human kinetics is when we assume that the
concentration of an initial dose is declining exponentially rather than being
constant.

Again, we can split the problem into two parts: 1) Describing the PBPs
existing already at t = 0 and 2) describing PBPs that develop at time t > 0.
It can be shown that the distribution does not change from the result in the
previous section, except for di�erent parameters. The probabilities for the
already existing PBPs at t = 0 are





π1(t) = e
γC0e−kt

k

e
γC0

k

= e
−C0γ

t∫
0

e−ksds

π2(t) = e−µt
∫ t
0

γC0e
γC0e−kv

k
−v(k−µ)

e
γC0

k

dv.

Hence, (X ′′(t), Y ′′(t), n −X ′′(t) − Y ′′(t)) have a trinomial distribution with
parameters n, π1(t), π2(t) and 1 − π1(t) − π2(t). In order to derive the
expressions for λ1(t) and λ2(t), let us introduce

c(u, s) = C0e
−k(u+s) = C0e

−kue−ks

for the concentration when a PBP created at time u has been exposed to
antibiotics during a time s. Furthermore, let

C(u, s) =

s∫

0

c(u, x)dx =
1

k
C0e

−ku(1− e−ks)
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be the cumulative antibiotic pressure. Now, the density function of the life-
time distribution can be written as

γc(u, s)e−γC(u,s)

and the survival function (the probability that a PBP created at time u is
still unsaturated at time T ) can be written as

e−γC(u,T−u). (8)
Note that u = 0 gives π1(T ), as de�ned above.

Integrating (8) over the time period when PBPs are created and multiplying
with the intensity, β, yields

λ1(t) = β

T∫

0

e−γC(u,T−u)du = βe
γ
k

C0e−kT

T∫

0

e−
γ
k

C0e−ku

du. (9)

In order to derive λ2(t), we assume that a PBP is created at time u < T
and later saturated after time v, where u + v < T . The probability that the
PBP is still alive at time T , i.e. the probability that a PBP created at time
u survives a time T − u− v is then

r(u, t) =

T−u∫

0

e−µ(T−v−u)γC0e
−kue−kve−

γC0
k

e−ku(1−e−kv)dv. (10)

Again, inserting u = 0 in (10) yields π2(T ) as de�ned above.

Integrating (10) over the time period when PBPs are born and multiplying
with the intensity, β, yields

λ2(t) = β

T∫

0

r(u, t)du. (11)

The solutions λ1(t) and λ2(t) can, as with the constant concentration, be
veri�ed by checking that (9) and (11) are solutions to the following di�erential
equation system {

dλ1(t)
dt

= β − γC0e
−ktλ1(t)

dλ2(t)
dt

= γC0e
−ktλ1(t)− µλ2(t).
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