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#### Abstract

This book contains the basics of linear algebra with an emphasis on nonstandard and neat proofs of known theorems. Many of the theorems of linear algebra obtained mainly during the past 30 years are usually ignored in text-books but are quite accessible for students majoring or minoring in mathematics. These theorems are given with complete proofs. There are about 230 problems with solutions.
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## PREFACE

There are very many books on linear algebra, among them many really wonderful ones (see e.g. the list of recommended literature). One might think that one does not need any more books on this subject. Choosing one's words more carefully, it is possible to deduce that these books contain all that one needs and in the best possible form, and therefore any new book will, at best, only repeat the old ones.

This opinion is manifestly wrong, but nevertheless almost ubiquitous.
New results in linear algebra appear constantly and so do new, simpler and neater proofs of the known theorems. Besides, more than a few interesting old results are ignored, so far, by text-books.

In this book I tried to collect the most attractive problems and theorems of linear algebra still accessible to first year students majoring or minoring in mathematics.

The computational algebra was left somewhat aside. The major part of the book contains results known from journal publications only. I believe that they will be of interest to many readers.

I assume that the reader is acquainted with main notions of linear algebra: linear space, basis, linear map, the determinant of a matrix. Apart from that, all the essential theorems of the standard course of linear algebra are given here with complete proofs and some definitions from the above list of prerequisites is recollected. I made the prime emphasis on nonstandard neat proofs of known theorems.

In this book I only consider finite dimensional linear spaces.
The exposition is mostly performed over the fields of real or complex numbers. The peculiarity of the fields of finite characteristics is mentioned when needed.

Cross-references inside the book are natural: 36.2 means subsection 2 of sec. 36; Problem 36.2 is Problem 2 from sec. 36; Theorem 36.2.2 stands for Theorem 2 from 36.2.
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## Main notations and conventions

$A=\left(\begin{array}{ccc}a_{11} & \ldots & a_{1 n} \\ \ldots & \ldots & \ldots \\ a_{m 1} & \ldots & a_{m n}\end{array}\right)$ denotes a matrix of size $m \times n$; we say that a square $n \times n$ matrix is of order $n$;
$a_{i j}$, sometimes denoted by $a_{i, j}$ for clarity, is the element or the entry from the intersection of the $i$-th row and the $j$-th column;
$\left(a_{i j}\right)$ is another notation for the matrix $A$;
$\left\|a_{i j}\right\|_{p}^{n}$ still another notation for the matrix $\left(a_{i j}\right)$, where $p \leq i, j \leq n$;
$\operatorname{det}(A),|A|$ and $\operatorname{det}\left(a_{i j}\right)$ all denote the determinant of the matrix $A$;
$\left|a_{i j}\right|_{p}^{n}$ is the determinant of the matrix $\left\|a_{i j}\right\|_{p}^{n}$;
$E_{i j}$ - the ( $i, j$ )-th matrix unit - the matrix whose only nonzero element is equal to 1 and occupies the $(i, j)$-th position;
$A B$ - the product of a matrix $A$ of size $p \times n$ by a matrix $B$ of size $n \times q-$ is the matrix $\left(c_{i j}\right)$ of size $p \times q$, where $c_{i k}=\sum_{j=1}^{n} a_{i j} b_{j k}$, is the scalar product of the $i$-th row of the matrix $A$ by the $k$-th column of the matrix $B$;
$\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is the diagonal matrix of size $n \times n$ with elements $a_{i i}=\lambda_{i}$ and zero offdiagonal elements;
$I=\operatorname{diag}(1, \ldots, 1)$ is the unit matrix; when its size, $n \times n$, is needed explicitly we denote the matrix by $I_{n}$;
the matrix $a I$, where $a$ is a number, is called a scalar matrix;
$A^{T}$ is the transposed of $A, A^{T}=\left(a_{i j}^{\prime}\right)$, where $a_{i j}^{\prime}=a_{j i}$;
$\bar{A}=\left(a_{i j}^{\prime}\right)$, where $a_{i j}^{\prime}=\overline{a_{i j}} ;$
$A^{*}=\bar{A}^{T}$;
$\sigma=\binom{1 \ldots n}{k_{1} \ldots k_{n}}$ is a permutation: $\sigma(i)=k_{i}$; the permutation $\binom{1 \ldots n}{k_{1} \ldots k_{n}}$ is often abbreviated to $\left(k_{1} \ldots k_{n}\right)$;
$\operatorname{sign} \sigma=(-1)^{\sigma}=\left\{\begin{array}{rl}1 & \text { if } \sigma \text { is even } \\ -1 & \text { if } \sigma \text { is odd }\end{array} ;\right.$
$\operatorname{Span}\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right)$ is the linear space spanned by the vectors $\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}$;
Given bases $\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}$ and $\varepsilon_{1}, \ldots, \varepsilon_{m}$ in spaces $V^{n}$ and $W^{m}$, respectively, we assign to a matrix $A$ the operator $A: V^{n} \longrightarrow W^{m}$ which sends the vector $\left(\begin{array}{c}x_{1} \\ \vdots \\ x_{n}\end{array}\right)$ into the vector $\left(\begin{array}{c}y_{1} \\ \vdots \\ y_{m}\end{array}\right)=\left(\begin{array}{ccc}a_{11} & \ldots & a_{1 n} \\ \vdots & \ldots & \vdots \\ a_{m 1} & \ldots & a_{m n}\end{array}\right)\left(\begin{array}{c}x_{1} \\ \vdots \\ x_{n}\end{array}\right)$.

Since $y_{i}=\sum_{j=1}^{n} a_{i j} x_{j}$, then

$$
A\left(\sum_{j=1}^{n} x_{j} \mathbf{e}_{j}\right)=\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j} x_{j} \varepsilon_{i}
$$

in particular, $A \mathbf{e}_{j}=\sum_{i} a_{i j} \varepsilon_{i}$;
in the whole book except for $\S 37$ the notation
$A>0, A \geq 0, A<0$ or $A \leq 0$ denote that a real symmetric or Hermitian matrix $A$ is positive definite, nonnegative definite, negative definite or nonpositive definite, respectively; $A>B$ means that $A-B>0$; whereas in $\S 37$ they mean that $a_{i j}>0$ for all $i, j$, etc.

Card $M$ is the cardinality of the set $M$, i.e, the number of elements of $M$;
$\left.A\right|_{W}$ denotes the restriction of the operator $A: V \longrightarrow V$ onto the subspace $W \subset V$;
sup the least upper bound (supremum);
$\mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O}$ denote, as usual, the sets of all integer, rational, real, complex, quaternion and octonion numbers, respectively;
$\mathbb{N}$ denotes the set of all positive integers (without 0);
$\delta_{i j}= \begin{cases}1 & \text { if } i=j, \\ 0 & \text { otherwise } .\end{cases}$

## DETERMINANTS

The notion of a determinant appeared at the end of 17 th century in works of Leibniz (1646-1716) and a Japanese mathematician, Seki Kova, also known as Takakazu (1642-1708). Leibniz did not publish the results of his studies related with determinants. The best known is his letter to l'Hospital (1693) in which Leibniz writes down the determinant condition of compatibility for a system of three linear equations in two unknowns. Leibniz particularly emphasized the usefulness of two indices when expressing the coefficients of the equations. In modern terms he actually wrote about the indices $i, j$ in the expression $x_{i}=\sum_{j} a_{i j} y_{j}$.

Seki arrived at the notion of a determinant while solving the problem of finding common roots of algebraic equations.

In Europe, the search for common roots of algebraic equations soon also became the main trend associated with determinants. Newton, Bezout, and Euler studied this problem.

Seki did not have the general notion of the derivative at his disposal, but he actually got an algebraic expression equivalent to the derivative of a polynomial. He searched for multiple roots of a polynomial $f(x)$ as common roots of $f(x)$ and $f^{\prime}(x)$. To find common roots of polynomials $f(x)$ and $g(x)$ (for $f$ and $g$ of small degrees) Seki got determinant expressions. The main treatise by Seki was published in 1674; there applications of the method are published, rather than the method itself. He kept the main method in secret confiding only in his closest pupils.

In Europe, the first publication related to determinants, due to Cramer, appeared in 1750. In this work Cramer gave a determinant expression for a solution of the problem of finding the conic through 5 fixed points (this problem reduces to a system of linear equations).

The general theorems on determinants were proved only ad hoc when needed to solve some other problem. Therefore, the theory of determinants had been developing slowly, left behind out of proportion as compared with the general development of mathematics. A systematic presentation of the theory of determinants is mainly associated with the names of Cauchy (1789-1857) and Jacobi (1804-1851).

## 1. Basic properties of determinants

The determinant of a square matrix $A=\left\|a_{i j}\right\|_{1}^{n}$ is the alternated sum

$$
\sum_{\sigma}(-1)^{\sigma} a_{1 \sigma(1)} a_{2 \sigma(2)} \ldots a_{n \sigma(n)}
$$

where the summation is over all permutations $\sigma \in S_{n}$. The determinant of the $\operatorname{matrix} A=\left\|a_{i j}\right\|_{1}^{n}$ is denoted by $\operatorname{det} A$ or $\left|a_{i j}\right|_{1}^{n}$. If $\operatorname{det} A \neq 0$, then $A$ is called invertible or nonsingular.

The following properties are often used to compute determinants. The reader can easily verify (or recall) them.

1. Under the permutation of two rows of a matrix $A$ its determinant changes the sign. In particular, if two rows of the matrix are identical, $\operatorname{det} A=0$.
2. If $A$ and $B$ are square matrices, $\operatorname{det}\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)=\operatorname{det} A \cdot \operatorname{det} B$.
3. $\left|a_{i j}\right|_{1}^{n}=\sum_{j=1}^{n}(-1)^{i+j} a_{i j} M_{i j}$, where $M_{i j}$ is the determinant of the matrix obtained from $A$ by crossing out the $i$ th row and the $j$ th column of $A$ (the row (echelon) expansion of the determinant or, more precisely, the expansion with respect to the ith row).
(To prove this formula one has to group the factors of $a_{i j}$, where $j=1, \ldots, n$, for a fixed $i$.)
4. 

$\left|\begin{array}{cccc}\lambda \alpha_{1}+\mu \beta_{1} & a_{12} & \ldots & a_{1 n} \\ \vdots & \vdots & \ldots & \vdots \\ \lambda \alpha_{n}+\mu \beta_{n} & a_{n 2} & \ldots & a_{n n}\end{array}\right|=\lambda\left|\begin{array}{cccc}\alpha_{1} & a_{12} & \ldots & a_{1 n} \\ \vdots & \vdots & \ldots & \vdots \\ \alpha_{n} & a_{n 2} & \ldots & a_{n n}\end{array}\right|+\mu\left|\begin{array}{cccc}\beta_{1} & a_{12} & \ldots & a_{1 n} \\ \vdots & \vdots & \ldots & \vdots \\ \beta_{n} & a_{n 2} & \ldots & a_{n n}\end{array}\right|$.
5. $\operatorname{det}(A B)=\operatorname{det} A \operatorname{det} B$.
6. $\operatorname{det}\left(A^{T}\right)=\operatorname{det} A$.
1.1. Before we start computing determinants, let us prove Cramer's rule. It appeared already in the first published paper on determinants.

Theorem (Cramer's rule). Consider a system of linear equations

$$
x_{1} a_{i 1}+\cdots+x_{n} a_{i n}=b_{i} \quad(i=1, \ldots, n),
$$

i.e.,

$$
x_{1} A_{1}+\cdots+x_{n} A_{n}=B
$$

where $A_{j}$ is the $j$ th column of the matrix $A=\left\|a_{i j}\right\|_{1}^{n}$. Then

$$
x_{i} \operatorname{det}\left(A_{1}, \ldots, A_{n}\right)=\operatorname{det}\left(A_{1}, \ldots, B, \ldots, A_{n}\right),
$$

where the column $B$ is inserted instead of $A_{i}$.
Proof. Since for $j \neq i$ the determinant of the matrix $\operatorname{det}\left(A_{1}, \ldots, A_{j}, \ldots, A_{n}\right)$, a matrix with two identical columns, vanishes,

$$
\begin{aligned}
& \operatorname{det}\left(A_{1}, \ldots, B, \ldots, A_{n}\right)=\operatorname{det}\left(A_{1}, \ldots, \sum x_{j} A_{j}, \ldots, A_{n}\right) \\
& \quad=\sum x_{j} \operatorname{det}\left(A_{1}, \ldots, A_{j}, \ldots, A_{n}\right)=x_{i} \operatorname{det}\left(A_{1}, \ldots, A_{n}\right)
\end{aligned}
$$

If $\operatorname{det}\left(A_{1}, \ldots, A_{n}\right) \neq 0$ the formula obtained can be used to find solutions of a system of linear equations.
1.2. One of the most often encountered determinants is the Vandermonde determinant, i.e., the determinant of the Vandermonde matrix

$$
V\left(x_{1}, \ldots, x_{n}\right)=\left|\begin{array}{ccccc}
1 & x_{1} & x_{1}^{2} & \ldots & x_{1}^{n-1} \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
1 & x_{n} & x_{n}^{2} & \ldots & x_{n}^{n-1}
\end{array}\right|=\prod_{i>j}\left(x_{i}-x_{j}\right) .
$$

To compute this determinant, let us subtract the $(k-1)$-st column multiplied by $x_{1}$ from the $k$ th one for $k=n, n-1, \ldots, 2$. The first row takes the form
$(1,0,0, \ldots, 0)$, i.e., the computation of the Vandermonde determinant of order $n$ reduces to a determinant of order $n-1$. Factorizing each row of the new determinant by bringing out $x_{i}-x_{1}$ we get

$$
V\left(x_{1}, \ldots, x_{n}\right)=\prod_{i>1}\left(x_{i}-x_{1}\right)\left|\begin{array}{ccccc}
1 & x_{2} & x_{2}^{2} & \ldots & x_{1}^{n-2} \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
1 & x_{n} & x_{n}^{2} & \ldots & x_{n}^{n-2}
\end{array}\right| .
$$

For $n=2$ the identity $V\left(x_{1}, x_{2}\right)=x_{2}-x_{1}$ is obvious, hence,

$$
V\left(x_{1}, \ldots, x_{n}\right)=\prod_{i>j}\left(x_{i}-x_{j}\right) .
$$

Many of the applications of the Vandermonde determinant are occasioned by the fact that $V\left(x_{1}, \ldots, x_{n}\right)=0$ if and only if there are two equal numbers among $x_{1}, \ldots, x_{n}$.
1.3. The Cauchy determinant $\left|a_{i j}\right|_{1}^{n}$, where $a_{i j}=\left(x_{i}+y_{j}\right)^{-1}$, is slightly more difficult to compute than the Vandermonde determinant.

Let us prove by induction that

$$
\left|a_{i j}\right|_{1}^{n}=\frac{\prod_{i>j}\left(x_{i}-x_{j}\right)\left(y_{i}-y_{j}\right)}{\prod_{i, j}\left(x_{i}+y_{j}\right)} .
$$

For a base of induction take $\left|a_{i j}\right|_{1}^{1}=\left(x_{1}+y_{1}\right)^{-1}$.
The step of induction will be performed in two stages.
First, let us subtract the last column from each of the preceding ones. We get

$$
a_{i j}^{\prime}=\left(x_{i}+y_{j}\right)^{-1}-\left(x_{i}+y_{n}\right)^{-1}=\left(y_{n}-y_{j}\right)\left(x_{i}+y_{n}\right)^{-1}\left(x_{i}+y_{j}\right)^{-1} \text { for } j \neq n .
$$

Let us take out of each row the factors $\left(x_{i}+y_{n}\right)^{-1}$ and take out of each column, except the last one, the factors $y_{n}-y_{j}$. As a result we get the determinant $\left|b_{i j}\right|_{1}^{n}$, where $b_{i j}=a_{i j}$ for $j \neq n$ and $b_{i n}=1$.

To compute this determinant, let us subtract the last row from each of the preceding ones. Taking out of each row, except the last one, the factors $x_{n}-x_{i}$ and out of each column, except the last one, the factors $\left(x_{n}+y_{j}\right)^{-1}$ we make it possible to pass to a Cauchy determinant of lesser size.
1.4. A matrix $A$ of the form

$$
\left(\begin{array}{cccccc}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ddots & 1 & 0 \\
0 & 0 & 0 & \ldots & 0 & 1 \\
a_{0} & a_{1} & a_{2} & \ldots & a_{n-2} & a_{n-1}
\end{array}\right)
$$

is called Frobenius' matrix or the companion matrix of the polynomial

$$
p(\lambda)=\lambda^{n}-a_{n-1} \lambda^{n-1}-a_{n-2} \lambda^{n-2}-\cdots-a_{0} .
$$

With the help of the expansion with respect to the first row it is easy to verify by induction that

$$
\operatorname{det}(\lambda I-A)=\lambda^{n}-a_{n-1} \lambda^{n-1}-a_{n-2} \lambda^{n-2}-\cdots-a_{0}=p(\lambda)
$$

1.5. Let $b_{i}, i \in \mathbb{Z}$, such that $b_{k}=b_{l}$ if $k \equiv l(\bmod n)$ be given; the matrix $\left\|a_{i j}\right\|_{1}^{n}$, where $a_{i j}=b_{i-j}$, is called a circulant matrix.

Let $\varepsilon_{1}, \ldots, \varepsilon_{n}$ be distinct $n$th roots of unity; let

$$
f(x)=b_{0}+b_{1} x+\cdots+b_{n-1} x^{n-1} .
$$

Let us prove that the determinant of the circulant matrix $\left|a_{i j}\right|_{1}^{n}$ is equal to

$$
f\left(\varepsilon_{1}\right) f\left(\varepsilon_{2}\right) \ldots f\left(\varepsilon_{n}\right)
$$

It is easy to verify that for $n=3$ we have

$$
\begin{gathered}
\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & \varepsilon_{1} & \varepsilon_{1}^{2} \\
1 & \varepsilon_{2} & \varepsilon_{2}^{2}
\end{array}\right)\left(\begin{array}{ccc}
b_{0} & b_{2} & b_{1} \\
b_{1} & b_{0} & b_{2} \\
b_{2} & b_{1} & b_{0}
\end{array}\right)\left(\begin{array}{ccc}
f(1) & f(1) & f(1) \\
f\left(\varepsilon_{1}\right) & \varepsilon_{1} f\left(\varepsilon_{1}\right) & \varepsilon_{1}^{2} f\left(\varepsilon_{1}\right) \\
f\left(\varepsilon_{2}\right) & \varepsilon_{2} f\left(\varepsilon_{2}\right) & \varepsilon_{2}^{2} f\left(\varepsilon_{2}\right)
\end{array}\right) \\
=f(1) f\left(\varepsilon_{1}\right) f\left(\varepsilon_{2}\right)\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & \varepsilon_{1} & \varepsilon_{1}^{2} \\
1 & \varepsilon_{2} & \varepsilon_{2}^{2}
\end{array}\right) .
\end{gathered}
$$

Therefore,

$$
V\left(1, \varepsilon_{1}, \varepsilon_{2}\right)\left|a_{i j}\right|_{1}^{3}=f(1) f\left(\varepsilon_{1}\right) f\left(\varepsilon_{2}\right) V\left(1, \varepsilon_{1}, \varepsilon_{2}\right) .
$$

Taking into account that the Vandermonde determinant $V\left(1, \varepsilon_{1}, \varepsilon_{2}\right)$ does not vanish, we have:

$$
\left|a_{i j}\right|_{1}^{3}=f(1) f\left(\varepsilon_{1}\right) f\left(\varepsilon_{2}\right) .
$$

The proof of the general case is similar.
1.6. A tridiagonal matrix is a square matrix $J=\left\|a_{i j}\right\|_{1}^{n}$, where $a_{i j}=0$ for $|i-j|>1$.

Let $a_{i}=a_{i i}$ for $i=1, \ldots, n$, let $b_{i}=a_{i, i+1}$ and $c_{i}=a_{i+1, i}$ for $i=1, \ldots, n-1$. Then the tridiagonal matrix takes the form

$$
\left(\begin{array}{ccccccc}
a_{1} & b_{1} & 0 & \ldots & 0 & 0 & 0 \\
c_{1} & a_{2} & b_{2} & \ldots & 0 & 0 & 0 \\
0 & c_{2} & a_{3} & \ddots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ddots & a_{n-2} & b_{n-2} & 0 \\
0 & 0 & 0 & \ldots & c_{n-2} & a_{n-1} & b_{n-1} \\
0 & 0 & 0 & \ldots & 0 & c_{n-1} & a_{n}
\end{array}\right) .
$$

To compute the determinant of this matrix we can make use of the following recurrent relation. Let $\Delta_{0}=1$ and $\Delta_{k}=\left|a_{i j}\right|_{1}^{k}$ for $k \geq 1$.

Expanding $\left\|a_{i j}\right\|_{1}^{k}$ with respect to the $k$ th row it is easy to verify that

$$
\Delta_{k}=a_{k} \Delta_{k-1}-b_{k-1} c_{k-1} \Delta_{k-2} \text { for } k \geq 2
$$

The recurrence relation obtained indicates, in particular, that $\Delta_{n}$ (the determinant of $J$ ) depends not on the numbers $b_{i}, c_{j}$ themselves but on their products of the form $b_{i} c_{i}$.

The quantity

$$
\left(a_{1} \ldots a_{n}\right)=\left|\begin{array}{ccccccc}
a_{1} & 1 & 0 & \ldots & 0 & 0 & 0 \\
-1 & a_{2} & 1 & \ldots & 0 & 0 & 0 \\
0 & -1 & a_{3} & \ddots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \\
0 & 0 & 0 & \ddots & a_{n-2} & 1 & 0 \\
0 & 0 & 0 & \ddots & -1 & a_{n-1} & 1 \\
0 & 0 & 0 & \ldots & 0 & -1 & a_{n}
\end{array}\right|
$$

is associated with continued fractions, namely:

$$
a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\ddots_{+\frac{1}{a_{n-1}+\frac{1}{a_{n}}}}}}=\frac{\left(a_{1} a_{2} \ldots a_{n}\right)}{\left(a_{2} a_{3} \ldots a_{n}\right)} .
$$

Let us prove this equality by induction. Clearly,

$$
a_{1}+\frac{1}{a_{2}}=\frac{\left(a_{1} a_{2}\right)}{\left(a_{2}\right)}
$$

It remains to demonstrate that

$$
a_{1}+\frac{1}{\frac{\left(a_{2} a_{3} \ldots a_{n}\right)}{\left(a_{3} a_{4} \ldots a_{n}\right)}}=\frac{\left(a_{1} a_{2} \ldots a_{n}\right)}{\left(a_{2} a_{3} \ldots a_{n}\right)}
$$

i.e., $a_{1}\left(a_{2} \ldots a_{n}\right)+\left(a_{3} \ldots a_{n}\right)=\left(a_{1} a_{2} \ldots a_{n}\right)$. But this identity is a corollary of the above recurrence relation, since $\left(a_{1} a_{2} \ldots a_{n}\right)=\left(a_{n} \ldots a_{2} a_{1}\right)$.
1.7. Under multiplication of a row of a square matrix by a number $\lambda$ the determinant of the matrix is multiplied by $\lambda$. The determinant of the matrix does not vary when we replace one of the rows of the given matrix with its sum with any other row of the matrix. These statements allow a natural generalization to simultaneous transformations of several rows.

Consider the matrix $\left(\begin{array}{ll}A_{11} & A_{12} \\ A_{21} & A_{22}\end{array}\right)$, where $A_{11}$ and $A_{22}$ are square matrices of order $m$ and $n$, respectively.

Let $D$ be a square matrix of order $m$ and $B$ a matrix of size $n \times m$.
Theorem. $\left|\begin{array}{cc}D A_{11} & D A_{12} \\ A_{21} & A_{22}\end{array}\right|=|D| \cdot|A|$ and $\left|\begin{array}{cc}A_{11} & A_{12} \\ A_{21}+B A_{11} & A_{22}+B A_{12} .\end{array}\right|=|A|$
Proof.

$$
\begin{gathered}
\left(\begin{array}{cc}
D A_{11} & D A_{12} \\
A_{21} & A_{22}
\end{array}\right)=\left(\begin{array}{cc}
D & 0 \\
0 & I
\end{array}\right)\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right) \text { and } \\
\left(\begin{array}{cc}
A_{11} & A_{12} \\
A_{21}+B A_{11} & A_{22}+B A_{12}
\end{array}\right)=\left(\begin{array}{cc}
I & 0 \\
B & I
\end{array}\right)\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right) .
\end{gathered}
$$

## Problems

1.1. Let $A=\left\|a_{i j}\right\|_{1}^{n}$ be skew-symmetric, i.e., $a_{i j}=-a_{j i}$, and let $n$ be odd. Prove that $|A|=0$.
1.2. Prove that the determinant of a skew-symmetric matrix of even order does not change if to all its elements we add the same number.
1.3. Compute the determinant of a skew-symmetric matrix $A_{n}$ of order $2 n$ with each element above the main diagonal being equal to 1 .
1.4. Prove that for $n \geq 3$ the terms in the expansion of a determinant of order $n$ cannot be all positive.
1.5. Let $a_{i j}=a^{|i-j|}$. Compute $\left|a_{i j}\right|_{1}^{n}$.
1.6. Let $\Delta_{3}=\left|\begin{array}{cccc}1 & -1 & 0 & 0 \\ x & h & -1 & 0 \\ x^{2} & h x & h & -1 \\ x^{3} & h x^{2} & h x & h\end{array}\right|$ and define $\Delta_{n}$ accordingly. Prove that $\Delta_{n}=(x+h)^{n}$.
1.7. Compute $\left|c_{i j}\right|_{1}^{n}$, where $c_{i j}=a_{i} b_{j}$ for $i \neq j$ and $c_{i i}=x_{i}$.
1.8. Let $a_{i, i+1}=c_{i}$ for $i=1, \ldots, n$, the other matrix elements being zero. Prove that the determinant of the matrix $I+A+A^{2}+\cdots+A^{n-1}$ is equal to $(1-c)^{n-1}$, where $c=c_{1} \ldots c_{n}$.
1.9. Compute $\left|a_{i j}\right|_{1}^{n}$, where $a_{i j}=\left(1-x_{i} y_{j}\right)^{-1}$.
1.10. Let $a_{i j}=\binom{n+i}{j}$. Prove that $\left|a_{i j}\right|_{0}^{m}=1$.
1.11. Prove that for any real numbers $a, b, c, d, e$ and $f$

$$
\left|\begin{array}{cll}
(a+b) d e-(d+e) a b & a b-d e & a+b-d-e \\
(b+c) e f-(e+f) b c & b c-e f & b+c-e-f \\
(c+d) f a-(f+a) c d & c d-f a & c+d-f-a
\end{array}\right|=0 .
$$

## Vandermonde's determinant.

1.12. Compute

$$
\left|\begin{array}{ccccc}
1 & x_{1} & \ldots & x_{1}^{n-2} & \left(x_{2}+x_{3}+\cdots+x_{n}\right)^{n-1} \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
1 & x_{n} & \ldots & x_{n}^{n-2} & \left(x_{1}+x_{2}+\cdots+x_{n-1}\right)^{n-1}
\end{array}\right|
$$

1.13. Compute

$$
\left|\begin{array}{ccccc}
1 & x_{1} & \ldots & x_{1}^{n-2} & x_{2} x_{3} \ldots x_{n} \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
1 & x_{n} & \ldots & x_{n}^{n-2} & x_{1} x_{2} \ldots x_{n-1}
\end{array}\right|
$$

1.14. Compute $\left|a_{i k}\right|_{0}^{n}$, where $a_{i k}=\lambda_{i}^{n-k}\left(1+\lambda_{i}^{2}\right)^{k}$.
1.15. Let $V=\left\|a_{i j}\right\|_{0}^{n}$, where $a_{i j}=x_{i}^{j-1}$, be a Vandermonde matrix; let $V_{k}$ be the matrix obtained from $V$ by deleting its $(k+1)$ st column (which consists of the $k$ th powers) and adding instead the $n$th column consisting of the $n$th powers. Prove that

$$
\operatorname{det} V_{k}=\sigma_{n-k}\left(x_{1}, \ldots, x_{n}\right) \operatorname{det} V
$$

1.16. Let $a_{i j}=\binom{i n}{j}$. Prove that $\left|a_{i j}\right|_{1}^{r}=n^{r(r+1) / 2}$ for $r \leq n$.
1.17. Given $k_{1}, \ldots, k_{n} \in \mathbb{Z}$, compute $\left|a_{i j}\right|_{1}^{n}$, where

$$
a_{i, j}=\left\{\begin{aligned}
\frac{1}{\left(k_{i}+j-i\right)!} & \text { for } k_{i}+j-i \geq 0 \\
a_{i j}=0 & \text { for } k_{i}+j-i<0
\end{aligned}\right.
$$

1.18. Let $s_{k}=p_{1} x_{1}^{k}+\cdots+p_{n} x_{n}^{k}$, and $a_{i, j}=s_{i+j}$. Prove that

$$
\left|a_{i j}\right|_{0}^{n-1}=p_{1} \ldots p_{n} \prod_{i>j}\left(x_{i}-x_{j}\right)^{2}
$$

1.19. Let $s_{k}=x_{1}^{k}+\cdots+x_{n}^{k}$. Compute

$$
\left|\begin{array}{ccccc}
s_{0} & s_{1} & \ldots & s_{n-1} & 1 \\
s_{1} & s_{2} & \ldots & s_{n} & y \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
s_{n} & s_{n+1} & \ldots & s_{2 n-1} & y^{n}
\end{array}\right| .
$$

1.20. Let $a_{i j}=\left(x_{i}+y_{j}\right)^{n}$. Prove that

$$
\left|a_{i j}\right|_{0}^{n}=\binom{n}{1} \ldots\binom{n}{n} \cdot \prod_{i>k}\left(x_{i}-x_{k}\right)\left(y_{k}-y_{i}\right) .
$$

1.21. Find all solutions of the system

$$
\left\{\begin{array}{l}
\lambda_{1}+\cdots+\lambda_{n}=0 \\
\cdots \cdots \cdots \cdots \\
\lambda_{1}^{n}+\cdots+\lambda_{n}^{n}=0
\end{array}\right.
$$

in $\mathbb{C}$.
1.22. Let $\sigma_{k}\left(x_{0}, \ldots, x_{n}\right)$ be the $k$ th elementary symmetric function. Set: $\sigma_{0}=1$, $\sigma_{k}\left(\widehat{x}_{i}\right)=\sigma_{k}\left(x_{0}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right)$. Prove that if $a_{i j}=\sigma_{i}\left(\widehat{x}_{j}\right)$ then $\left|a_{i j}\right|_{0}^{n}=$ $\prod_{i<j}\left(x_{i}-x_{j}\right)$.

Relations among determinants.
1.23. Let $b_{i j}=(-1)^{i+j} a_{i j}$. Prove that $\left|a_{i j}\right|_{1}^{n}=\left|b_{i j}\right|_{1}^{n}$.
1.24. Prove that

$$
\left|\begin{array}{llll}
a_{1} c_{1} & a_{2} d_{1} & a_{1} c_{2} & a_{2} d_{2} \\
a_{3} c_{1} & a_{4} d_{1} & a_{3} c_{2} & a_{4} d_{2} \\
b_{1} c_{3} & b_{2} d_{3} & b_{1} c_{4} & b_{2} d_{4} \\
b_{3} c_{3} & b_{4} d_{3} & b_{3} c_{4} & b_{4} d_{4}
\end{array}\right|=\left|\begin{array}{ll}
a_{1} & a_{2} \\
a_{3} & a_{4}
\end{array}\right| \cdot\left|\begin{array}{ll}
b_{1} & b_{2} \\
b_{3} & b_{4}
\end{array}\right| \cdot\left|\begin{array}{ll}
c_{1} & c_{2} \\
c_{3} & c_{4}
\end{array}\right| \cdot\left|\begin{array}{cc}
d_{1} & d_{2} \\
d_{3} & d_{4}
\end{array}\right| .
$$

1.25. Prove that

$$
\left|\begin{array}{cccccc}
a_{1} & 0 & 0 & b_{1} & 0 & 0 \\
0 & a_{2} & 0 & 0 & b_{2} & 0 \\
0 & 0 & a_{3} & 0 & 0 & b_{3} \\
b_{11} & b_{12} & b_{13} & a_{11} & a_{12} & a_{13} \\
b_{21} & b_{22} & b_{23} & a_{21} & a_{22} & a_{23} \\
b_{31} & b_{32} & b_{33} & a_{31} & a_{32} & a_{33}
\end{array}\right|=\left|\begin{array}{ccc}
a_{1} a_{11}-b_{1} b_{11} & a_{2} a_{12}-b_{2} b_{12} & a_{3} a_{13}-b_{3} b_{13} \\
a_{1} a_{21}-b_{1} b_{21} & a_{2} a_{22}-b_{2} b_{22} & a_{3} a_{23}-b_{3} b_{23} \\
a_{1} a_{31}-b_{1} b_{31} & a_{2} a_{32}-b_{2} b_{32} & a_{3} a_{33}-b_{3} b_{33}
\end{array}\right| .
$$

1.26. Let $s_{k}=\sum_{i=1}^{n} a_{k i}$. Prove that

$$
\left|\begin{array}{ccc}
s_{1}-a_{11} & \ldots & s_{1}-a_{1 n} \\
\vdots & \ldots & \vdots \\
s_{n}-a_{n 1} & \ldots & s_{n}-a_{n n}
\end{array}\right|=(-1)^{n-1}(n-1)\left|\begin{array}{ccc}
a_{11} & \ldots & a_{1 n} \\
\vdots & \ldots & \vdots \\
a_{n 1} & \ldots & a_{n n}
\end{array}\right|
$$

1.27. Prove that

$$
\left.\left|\begin{array}{cccc}
\binom{n}{m_{1}} & \binom{n}{m_{1}-1} & \ldots & \binom{n}{m_{1}-k} \\
\vdots & \vdots & \ldots & \vdots \\
\binom{n}{m_{k}} & \binom{n}{m_{k}-1} & \cdots & \binom{n}{m_{k}-k}
\end{array}\right|=\left\lvert\, \begin{array}{ccc}
n \\
m_{1}
\end{array}\right.\right) \left.\quad\binom{n+1}{m_{1}} \quad \ldots \quad\binom{n+k}{m_{1}} \right\rvert\,
$$

1.28. Let $\Delta_{n}(k)=\left|a_{i j}\right|_{0}^{n}$, where $a_{i j}=\binom{k+i}{2 j}$. Prove that

$$
\Delta_{n}(k)=\frac{k(k+1) \ldots(k+n-1)}{1 \cdot 3 \ldots(2 n-1)} \Delta_{n-1}(k-1)
$$

1.29. Let $D_{n}=\left|a_{i j}\right|_{0}^{n}$, where $a_{i j}=\binom{n+i}{2 j-1}$. Prove that $D_{n}=2^{n(n+1) / 2}$.
1.30. Given numbers $a_{0}, a_{1}, \ldots, a_{2 n}$, let $b_{k}=\sum_{i=0}^{k}(-1)^{i}\binom{k}{i} a_{i} \quad(k=0, \ldots, 2 n)$; let $a_{i j}=a_{i+j}$, and $b_{i j}=b_{i+j}$. Prove that $\left|a_{i j}\right|_{0}^{n}=\left|b_{i j}\right|_{0}^{n}$.
1.31. Let $A=\left(\begin{array}{ll}A_{11} & A_{12} \\ A_{21} & A_{22}\end{array}\right)$ and $B=\left(\begin{array}{ll}B_{11} & B_{12} \\ B_{21} & B_{22}\end{array}\right)$, where $A_{11}$ and $B_{11}$, and also $A_{22}$ and $B_{22}$, are square matrices of the same size such that $\operatorname{rank} A_{11}=\operatorname{rank} A$ and $\operatorname{rank} B_{11}=\operatorname{rank} B$. Prove that

$$
\left|\begin{array}{ll}
A_{11} & B_{12} \\
A_{21} & B_{22}
\end{array}\right| \cdot\left|\begin{array}{ll}
A_{11} & A_{12} \\
B_{21} & B_{22}
\end{array}\right|=|A+B| \cdot\left|A_{11}\right| \cdot\left|B_{22}\right| .
$$

1.32. Let $A$ and $B$ be square matrices of order $n$. Prove that $|A| \cdot|B|=$ $\sum_{k=1}^{n}\left|A_{k}\right| \cdot\left|B_{k}\right|$, where the matrices $A_{k}$ and $B_{k}$ are obtained from $A$ and $B$, respectively, by interchanging the respective first and $k$ th columns, i.e., the first column of $A$ is replaced with the $k$ th column of $B$ and the $k$ th column of $B$ is replaced with the first column of $A$.

## 2. Minors and cofactors

2.1. There are many instances when it is convenient to consider the determinant of the matrix whose elements stand at the intersection of certain $p$ rows and $p$ columns of a given matrix $A$. Such a determinant is called a pth order minor of $A$.
For convenience we introduce the following notation:

$$
\left.A\left(\begin{array}{c}
i_{1} \\
k_{1}
\end{array} \ldots i_{p}\right)=\left\lvert\, \begin{array}{cccc}
a_{i_{1} k_{1}} & a_{i_{1} k_{2}} & \ldots & a_{i_{1} k_{p}} \\
\vdots & \vdots & \ldots & \vdots \\
k_{1} & \ldots k_{p}
\end{array}\right.\right)
$$

If $i_{1}=k_{1}, \ldots, i_{p}=k_{p}$, the minor is called a principal one.
2.2. A nonzero minor of the maximal order is called a basic minor and its order is called the rank of the matrix.

Theorem. If $A\binom{i_{1} \ldots i_{p}}{k_{1} \ldots k_{p}}$ is a basic minor of a matrix $A$, then the rows of $A$ are linear combinations of rows numbered $i_{1}, \ldots, i_{p}$ and these rows are linearly independent.

Proof. The linear independence of the rows numbered $i_{1}, \ldots, i_{p}$ is obvious since the determinant of a matrix with linearly dependent rows vanishes.

The cases when the size of $A$ is $m \times p$ or $p \times m$ are also clear.
It suffices to carry out the proof for the minor $A\binom{1 \ldots p}{1 \ldots p}$. The determinant

$$
\left|\begin{array}{cccc}
a_{11} & \ldots & a_{1 p} & a_{1 j} \\
\vdots & \ldots & \vdots & \vdots \\
a_{p 1} & \ldots & a_{p p} & a_{p j} \\
a_{i 1} & \ldots & a_{i p} & a_{i j}
\end{array}\right|
$$

vanishes for $j \leq p$ as well as for $j>p$. Its expansion with respect to the last column is a relation of the form

$$
a_{1 j} c_{1}+a_{2 j} c_{2}+\cdots+a_{p j} c_{p}+a_{i j} c=0
$$

where the numbers $c_{1}, \ldots, c_{p}, c$ do not depend on $j$ (but depend on $i$ ) and $c=$ $A\binom{1 \ldots p}{1 \ldots p} \neq 0$. Hence, the $i$ th row is equal to the linear combination of the first $p$ rows with the coefficients $\frac{-c_{1}}{c}, \ldots, \frac{-c_{p}}{c}$, respectively.
2.2.1. Corollary. If $A\binom{i_{1} \ldots i_{p}}{k_{1} \ldots k_{p}}$ is a basic minor then all rows of $A$ belong to the linear space spanned by the rows numbered $i_{1}, \ldots, i_{p}$; therefore, the rank of $A$ is equal to the maximal number of its linearly independent rows.
2.2.2. Corollary. The rank of a matrix is also equal to the maximal number of its linearly independent columns.
2.3. Theorem (The Binet-Cauchy formula). Let $A$ and $B$ be matrices of size $n \times m$ and $m \times n$, respectively, and $n \leq m$. Then

$$
\operatorname{det} A B=\sum_{1 \leq k_{1}<k_{2}<\cdots<k_{n} \leq m} A_{k_{1} \ldots k_{n}} B^{k_{1} \ldots k_{n}},
$$

where $A_{k_{1} \ldots k_{n}}$ is the minor obtained from the columns of $A$ whose numbers are $k_{1}, \ldots, k_{n}$ and $B^{k_{1} \ldots k_{n}}$ is the minor obtained from the rows of $B$ whose numbers are $k_{1}, \ldots, k_{n}$.

Proof. Let $C=A B, c_{i j}=\sum_{k=1}^{m} a_{i k} b_{k i}$. Then

$$
\begin{aligned}
\operatorname{det} C & =\sum_{\sigma}(-1)^{\sigma} \sum_{k_{1}} a_{1 k_{1}} b_{k_{1} \sigma(1)} \ldots \sum_{k_{n}} b_{k_{n} \sigma(n)} \\
& =\sum_{k_{1}, \ldots, k_{n}=1}^{m} a_{1 k_{1}} \ldots a_{n k_{n}} \sum_{\sigma}(-1)^{\sigma} b_{k_{1} \sigma(1)} \ldots b_{k_{n} \sigma(n)} \\
& =\sum_{k_{1}, \ldots, k_{n}=1}^{m} a_{1 k_{1}} \ldots a_{n k_{n}} B^{k_{1} \ldots k_{n}} .
\end{aligned}
$$

The minor $B^{k_{1} \ldots k_{n}}$ is nonzero only if the numbers $k_{1}, \ldots, k_{n}$ are distinct; therefore, the summation can be performed over distinct numbers $k_{1}, \ldots, k_{n}$. Since $B^{\tau\left(k_{1}\right) \ldots \tau\left(k_{n}\right)}=(-1)^{\tau} B^{k_{1} \ldots k_{n}}$ for any permutation $\tau$ of the numbers $k_{1}, \ldots, k_{n}$, then

$$
\begin{aligned}
\sum_{k_{1}, \ldots, k_{n}=1}^{m} a_{1 k_{1}} \ldots a_{n k_{n}} B^{k_{1} \ldots k_{n}} & =\sum_{k_{1}<k_{2}<\cdots<k_{n}}(-1)^{\tau} a_{1 \tau(1)} \ldots a_{n \tau(n)} B^{k_{1} \ldots k_{n}} \\
& =\sum_{1 \leq k_{1}<k_{2}<\cdots<k_{n} \leq m} A_{k_{1} \ldots k_{n}} B^{k_{1} \ldots k_{n}} .
\end{aligned}
$$

Remark. Another proof is given in the solution of Problem 28.7
2.4. Recall the formula for expansion of the determinant of a matrix with respect to its $i$ th row:

$$
\begin{equation*}
\left|a_{i j}\right|_{1}^{n}=\sum_{j=1}^{n}(-1)^{i+j} a_{i j} M_{i j}, \tag{1}
\end{equation*}
$$

where $M_{i j}$ is the determinant of the matrix obtained from the matrix $A=\left\|a_{i j}\right\|_{1}^{n}$ by deleting its $i$ th row and $j$ th column. The number $A_{i j}=(-1)^{i+j} M_{i j}$ is called the cofactor of the element $a_{i j}$ in $A$.

It is possible to expand a determinant not only with respect to one row, but also with respect to several rows simultaneously.

Fix rows numbered $i_{1}, \ldots, i_{p}$, where $i_{1}<i_{2}<\cdots<i_{p}$. In the expansion of the determinant of $A$ there occur products of terms of the expansion of the minor $A\left(\begin{array}{l}i_{1} \ldots i_{p} \\ j_{1}\end{array} \ldots j_{p}\right)$ by terms of the expansion of the minor $A\binom{i_{p+1} \ldots i_{n}}{j_{p+1} \ldots j_{n}}$, where $j_{1}<\cdots<$ $j_{p} ; i_{p+1}<\cdots<i_{n} ; j_{p+1}<\cdots<j_{n}$ and there are no other terms in the expansion of the determinant of $A$.

To compute the signs of these products let us shuffle the rows and the columns so as to place the minor $A\left(\begin{array}{l}i_{1} \ldots i_{p} \\ j_{1}\end{array} \ldots j_{p}\right)$ in the upper left corner. To this end we have to perform

$$
\left(i_{1}-1\right)+\cdots+\left(i_{p}-p\right)+\left(j_{1}-1\right)+\cdots+\left(j_{p}-p\right) \equiv i+j \quad(\bmod 2)
$$

permutations, where $i=i_{1}+\cdots+i_{p}, j=j_{1}+\cdots+j_{p}$.
The number $(-1)^{i+j} A\binom{i_{p+1} \ldots i_{n}}{j_{p+1} \ldots j_{n}}$ is called the cofactor of the minor $A\binom{i_{1} \ldots i_{p}}{j_{1} \ldots j_{p}}$.
We have proved the following statement:
2.4.1. Theorem (Laplace). Fix p rows of the matrix A. Then the sum of products of the minors of order $p$ that belong to these rows by their cofactors is equal to the determinant of $A$.

The matrix adj $A=\left(A_{i j}\right)^{T}$ is called the (classical) adjoint ${ }^{1}$ of $A$. Let us prove that $A \cdot(\operatorname{adj} A)=|A| \cdot I$. To this end let us verify that $\sum_{j=1}^{n} a_{i j} A_{k j}=\delta_{k i}|A|$.

For $k=i$ this formula coincides with (1). If $k \neq i$, replace the $k$ th row of $A$ with the $i$ th one. The determinant of the resulting matrix vanishes; its expansion with respect to the $k$ th row results in the desired identity:

$$
0=\sum_{j=1}^{n} a_{k j}^{\prime} A_{k j}=\sum_{j=1}^{n} a_{i j} A_{k j} .
$$

[^0]If $A$ is invertible then $A^{-1}=\frac{\operatorname{adj} A}{|A|}$.
2.4.2. Theorem. The operation adj has the following properties:
a) $\operatorname{adj} A B=\operatorname{adj} B \cdot \operatorname{adj} A$;
b) $\operatorname{adj} X A X^{-1}=X(\operatorname{adj} A) X^{-1}$;
c) if $A B=B A$ then $(\operatorname{adj} A) B=B(\operatorname{adj} A)$.

Proof. If $A$ and $B$ are invertible matrices, then $(A B)^{-1}=B^{-1} A^{-1}$. Since for an invertible matrix $A$ we have adj $A=A^{-1}|A|$, headings a) and b ) are obvious. Let us consider heading c).

If $A B=B A$ and $A$ is invertible, then

$$
A^{-1} B=A^{-1}(B A) A^{-1}=A^{-1}(A B) A^{-1}=B A^{-1}
$$

Therefore, for invertible matrices the theorem is obvious.
In each of the equations a) - c) both sides continuously depend on the elements of $A$ and $B$. Any matrix $A$ can be approximated by matrices of the form $A_{\varepsilon}=A+\varepsilon I$ which are invertible for sufficiently small nonzero $\varepsilon$. (Actually, if $a_{1}, \ldots, a_{r}$ is the whole set of eigenvalues of $A$, then $A_{\varepsilon}$ is invertible for all $\varepsilon \neq-a_{i}$.) Besides, if $A B=B A$, then $A_{\varepsilon} B=B A_{\varepsilon}$.
2.5. The relations between the minors of a matrix A and the complementary to them minors of the matrix $(\operatorname{adj} A)^{T}$ are rather simple.
2.5.1. Theorem. Let $A=\left\|a_{i j}\right\|_{1}^{n},(\operatorname{adj} A)^{T}=\left|A_{i j}\right|_{1}^{n}, 1 \leq p<n$. Then

$$
\left|\begin{array}{ccc}
A_{11} & \ldots & A_{1 p} \\
\vdots & \ldots & \vdots \\
A_{p 1} & \ldots & A_{p p}
\end{array}\right|=|A|^{p-1}\left|\begin{array}{ccc}
a_{p+1, p+1} & \ldots & a_{p+1, n} \\
\vdots & \ldots & \vdots \\
a_{n, p+1} & \ldots & a_{n n}
\end{array}\right| .
$$

Proof. For $p=1$ the statement coincides with the definition of the cofactor $A_{11}$. Let $p>1$. Then the identity

$$
\left(\begin{array}{cccccc}
A_{11} & \ldots & A_{1 p} & A_{1, p+1} & \ldots & A_{1 n} \\
\vdots & \ldots & \vdots & \vdots & \ldots & \vdots \\
A_{p 1} & \ldots & A_{p p} & A_{p, p+1} & \ldots & A_{p n} \\
& 0 & & & I &
\end{array}\right)\left(\begin{array}{ccc}
a_{11} & \ldots & a_{n 1} \\
\vdots & \ldots & \vdots \\
a_{1 n} & \ldots & a_{n n}
\end{array}\right)
$$

$$
=\left|\begin{array}{ccccc}
|A| & & 0 & & 0 \\
& \ldots & & & \\
0 & & |A| & & \\
a_{1, p+1} & \ldots & \ldots & a_{n, p+1} \\
\vdots & \ldots & \ldots & \vdots \\
a_{1 n} & \ldots & \ldots & a_{n n}
\end{array}\right| .
$$

implies that

$$
\left|\begin{array}{ccc}
A_{11} & \ldots & A_{1 p} \\
\vdots & \ldots & \vdots \\
A_{p 1} & \ldots & A_{p p}
\end{array}\right| \cdot|A|=|A|^{p} \cdot\left|\begin{array}{ccc}
a_{p+1, p+1} & \ldots & a_{p+1, n} \\
\vdots & \ldots & \vdots \\
a_{n, p+1} & \ldots & a_{n n}
\end{array}\right| .
$$

If $|A| \neq 0$, then dividing by $|A|$ we get the desired conclusion. For $|A|=0$ the statement follows from the continuity of the both parts of the desired identity with respect to $a_{i j}$.

Corollary. If $A$ is not invertible then $\operatorname{rank}(\operatorname{adj} A) \leq 1$.
Proof. For $p=2$ we get

$$
\left|\begin{array}{cc}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right|=|A| \cdot\left|\begin{array}{ccc}
a_{33} & \ldots & a_{3 n} \\
\vdots & \ldots & \vdots \\
a_{n 3} & \ldots & a_{n n}
\end{array}\right|=0
$$

Besides, the transposition of any two rows of the matrix $A$ induces the same transposition of the columns of the adjoint matrix and all elements of the adjoint matrix change sign (look what happens with the determinant of $A$ and with the matrix $A^{-1}$ for an invertible $A$ under such a transposition).

Application of transpositions of rows and columns makes it possible for us to formulate Theorem 2.5.1 in the following more general form.
2.5.2. Theorem (Jacobi). Let $A=\left\|a_{i j}\right\|_{1}^{n}$, $(\operatorname{adj} A)^{T}=\left\|A_{i j}\right\|_{1}^{n}, 1 \leq p<n$, $\sigma=\left(\begin{array}{lll}i_{1} & \ldots & i_{n} \\ j_{1} & \ldots & j_{n}\end{array}\right)$ an arbitrary permutation. Then

$$
\left|\begin{array}{ccc}
A_{i_{1} j_{1}} & \ldots & A_{i_{1} j_{p}} \\
\vdots & \ldots & \vdots \\
A_{i_{p} j_{1}} & \ldots & A_{i_{p} j_{p}}
\end{array}\right|=(-1)^{\sigma}\left|\begin{array}{ccc}
a_{i_{p+1}, j_{p+1}} & \ldots & a_{i_{p+1}, j_{n}} \\
\vdots & \ldots & \vdots \\
a_{i_{n}, j_{p+1}} & \ldots & a_{i_{n}, j_{n}}
\end{array}\right| \cdot|A|^{p-1} .
$$

Proof. Let us consider matrix $B=\left\|b_{k l}\right\|_{1}^{n}$, where $b_{k l}=a_{i_{k} j_{l}}$. It is clear that $|B|=(-1)^{\sigma}|A|$. Since a transposition of any two rows (resp. columns) of $A$ induces the same transposition of the columns (resp. rows) of the adjoint matrix and all elements of the adjoint matrix change their sings, $B_{k l}=(-1)^{\sigma} A_{i_{k} j_{l}}$.

Applying Theorem 2.5.1 to matrix $B$ we get

$$
\left|\begin{array}{ccc}
(-1)^{\sigma} A_{i_{1} j_{1}} & \ldots & (-1)^{\sigma} A_{i_{1} j_{p}} \\
\vdots & \ldots & \vdots \\
(-1)^{\sigma} A_{i_{p} j_{1}} & \ldots & (-1)^{\sigma} A_{i_{p} j_{p}}
\end{array}\right|=\left((-1)^{\sigma}\right)^{p-1}\left|\begin{array}{ccc}
a_{i_{p+1}, j_{p+1}} & \ldots & a_{i_{p+1}, j_{n}} \\
\vdots & \ldots & \vdots \\
a_{i_{n}, j_{p+1}} & \ldots & a_{i_{n}, j_{n}}
\end{array}\right| .
$$

By dividing the both parts of this equality by $\left((-1)^{\sigma}\right)^{p}$ we obtain the desired.
2.6. In addition to the adjoint matrix of $A$ it is sometimes convenient to consider the compound matrix $\left\|M_{i j}\right\|_{1}^{n}$ consisting of the $(n-1)$ st order minors of $A$. The determinant of the adjoint matrix is equal to the determinant of the compound one (see, e.g., Problem 1.23).

For a matrix $A$ of size $m \times n$ we can also consider a matrix whose elements are $r$ th order minors $A\left(\begin{array}{ccc}i_{1} & \ldots & i_{r} \\ j_{1} & \ldots & j_{r}\end{array}\right)$, where $r \leq \min (m, n)$. The resulting matrix
$C_{r}(A)$ is called the $r$ th compound matrix of $A$. For example, if $m=n=3$ and $r=2$, then

$$
C_{2}(A)=\left(\begin{array}{ccc}
A\binom{12}{12} & A\binom{12}{13} & A\binom{12}{23} \\
A\binom{13}{12} & A\binom{13}{13} & A\binom{13}{23} \\
A\binom{23}{12} & A\binom{23}{13} & A\binom{23}{23}
\end{array}\right) .
$$

Making use of Binet-Cauchy's formula we can show that $C_{r}(A B)=C_{r}(A) C_{r}(B)$. For a square matrix $A$ of order $n$ we have the Sylvester identity

$$
\operatorname{det} C_{r}(A)=(\operatorname{det} A)^{p}, \text { where } p=\binom{n-1}{r-1}
$$

The simplest proof of this statement makes use of the notion of exterior power (see Theorem 28.5.3).
2.7. Let $1 \leq m \leq r<n, A=\left\|a_{i j}\right\|_{1}^{n}$. Set $A_{n}=\left|a_{i j}\right|_{1}^{n}, A_{m}=\left|a_{i j}\right|_{1}^{m}$. Consider the matrix $S_{m, n}^{r}$ whose elements are the $r$ th order minors of $A$ containing the left upper corner principal minor $A_{m}$. The determinant of $S_{m, n}^{r}$ is a minor of order $\binom{n-m}{r-m}$ of $C_{r}(A)$. The determinant of $S_{m, n}^{r}$ can be expressed in terms of $A_{m}$ and $A_{n}$.

Theorem (Generalized Sylvester's identity, [Mohr,1953]).

$$
\begin{equation*}
\left|S_{m, n}^{r}\right|=A_{m}^{p} A_{n}^{q}, \text { where } p=\binom{n-m-1}{r-m}, q=\binom{n-m-1}{r-m-1} \text {. } \tag{1}
\end{equation*}
$$

Proof. Let us prove identity (1) by induction on $n$. For $n=2$ it is obvious.
The matrix $S_{0, n}^{r}$ coincides with $C_{r}(A)$ and since $\left|C_{r}(A)\right|=A_{n}^{q}$, where $q=\binom{n-1}{r-1}$ (see Theorem 28.5.3), then (1) holds for $m=0$ (we assume that $A_{0}=1$ ). Both sides of (1) are continuous with respect to $a_{i j}$ and, therefore, it suffices to prove the inductive step when $a_{11} \neq 0$.

All minors considered contain the first row and, therefore, from the rows whose numbers are $2, \ldots, n$ we can subtract the first row multiplied by an arbitrary factor; this operation does not affect $\operatorname{det}\left(S_{m, n}^{r}\right)$. With the help of this operation all elements of the first column of $A$ except $a_{11}$ can be made equal to zero. Let $\bar{A}$ be the matrix obtained from the new one by strikinging out the first column and the first row, and let $\bar{S}_{m-1, n-1}^{r-1}$ be the matrix composed of the minors of order $r-1$ of $\bar{A}$ containing its left upper corner principal minor of order $m-1$.

Obviously, $S_{m, n}^{r}=a_{11} \bar{S}_{m-1, n-1}^{r-1}$ and we can apply to $\bar{S}_{m-1, n-1}^{r-1}$ the inductive hypothesis (the case $m-1=0$ was considered separately). Besides, if $\bar{A}_{m-1}$ and $\bar{A}_{n-1}$ are the left upper corner principal minors of orders $m-1$ and $n-1$ of $A$, respectively, then $A_{m}=a_{11} \bar{A}_{m-1}$ and $A_{n}=a_{11} \bar{A}_{n-1}$. Therefore,

$$
\left|S_{m, n}^{r}\right|=a_{11}^{t} \bar{A}_{m-1}^{p_{1}} \bar{A}_{n-1}^{q_{1}}=a_{11}^{t-p_{1}-q_{1}} A_{m}^{p_{1}} A_{n}^{q_{1}}
$$

where $t=\binom{n-m}{r-m}, p_{1}=\binom{n-m-1}{r-m}=p$ and $q_{1}=\binom{n-m-1}{r-m-1}=q$. Taking into account that $t=p+q$, we get the desired conclusion.

Remark. Sometimes the term "Sylvester's identity" is applied to identity (1) not only for $m=0$ but also for $r=m+1$, i.e., $\left|S_{m, n}^{m+1}\right|=A_{m}^{n-m} A_{n}$
2.8 Theorem (Chebotarev). Let $p$ be a prime and $\varepsilon=\exp (2 \pi i / p)$. Then all minors of the Vandermonde matrix $\left\|a_{i j}\right\|_{0}^{p-1}$, where $a_{i j}=\varepsilon^{i j}$, are nonzero.

Proof (Following [Reshetnyak, 1955]). Suppose that

$$
\left|\begin{array}{ccc}
\varepsilon^{k_{1} l_{1}} & \ldots & \varepsilon^{k_{1} l_{j}} \\
\varepsilon^{k_{2} l_{1}} & \ldots & \varepsilon^{k_{2} l_{j}} \\
\vdots & \ldots & \vdots \\
\varepsilon^{k_{j} l_{1}} & \ldots & \varepsilon^{k_{j} l_{j}}
\end{array}\right|=0 .
$$

Then there exist complex numbers $c_{1}, \ldots, c_{j}$ not all equal to 0 such that the linear combination of the corresponding columns with coefficients $c_{1}, \ldots, c_{j}$ vanishes, i.e., the numbers $\varepsilon^{k_{1}}, \ldots, \varepsilon^{k_{j}}$ are roots of the polynomial $c_{1} x^{l_{1}}+\cdots+c_{j} x^{l_{j}}$. Let

$$
\begin{equation*}
\left(x-\varepsilon^{k_{1}}\right) \ldots\left(x-\varepsilon^{k_{j}}\right)=x^{j}-b_{1} x^{j-1}+\cdots \pm b_{j} . \tag{1}
\end{equation*}
$$

Then

$$
\begin{equation*}
c_{1} x^{l_{1}}+\cdots+c_{j} x^{l_{j}}=\left(b_{0} x^{j}-b_{1} x^{j-1}+\cdots \pm b_{j}\right)\left(a_{s} x^{s}+\cdots+a_{0}\right), \tag{2}
\end{equation*}
$$

where $b_{0}=1$ and $a_{s} \neq 0$. For convenience let us assume that $b_{t}=0$ for $t>j$ and $t<0$. The coefficient of $x^{j+s-t}$ in the right-hand side of (2) is equal to $\pm\left(a_{s} b_{t}-a_{s-1} b_{t-1}+\cdots \pm a_{0} b_{t-s}\right)$. The degree of the polynomial (2) is equal to $s+j$ and it is only the coefficients of the monomials of degrees $l_{1}, \ldots, l_{j}$ that may be nonzero and, therefore, there are $s+1$ zero coefficients:

$$
a_{s} b_{t}-a_{s-1} b_{t-1}+\cdots \pm a_{0} b_{t-s}=0 \text { for } t=t_{0}, t_{1}, \ldots, t_{s}
$$

The numbers $a_{0}, \ldots, a_{s-1}, a_{s}$ are not all zero and therefore, $\left|c_{k l}\right|_{0}^{s}=0$ for $c_{k l}=b_{t}$, where $t=t_{k}-l$.

Formula (1) shows that $b_{t}$ can be represented in the form $f_{t}(\varepsilon)$, where $f_{t}$ is a polynomial with integer coefficients and this polynomial is the sum of $\binom{j}{t}$ powers of $\varepsilon$; hence, $f_{t}(1)=\binom{j}{t}$. Since $c_{k l}=b_{t}=f_{t}(\varepsilon)$, then $\left|c_{k l}\right|_{0}^{s}=g(\varepsilon)$ and $g(1)=\left|c_{k l}^{\prime}\right|_{0}^{s}$, where $c_{k l}^{\prime}=\binom{j}{t_{k}-l}$. The polynomial $q(x)=x^{p-1}+\cdots+x+1$ is irreducible over $\mathbb{Z}$ (see Appendix 2) and $q(\varepsilon)=0$. Therefore, $g(x)=q(x) \varphi(x)$, where $\varphi$ is a polynomial with integer coefficients (see Appendix 1). Therefore, $g(1)=q(1) \varphi(1)=p \varphi(1)$, i.e., $g(1)$ is divisible by $p$.

To get a contradiction it suffices to show that the number $g(1)=\left|c_{k l}^{\prime}\right|_{0}^{s}$, where $c_{k l}^{\prime}=\binom{j}{t_{k}-l}, 0 \leq t_{k} \leq j+s$ and $0<j+s \leq p-1$, is not divisible by $p$. It is easy to verify that $\Delta=\left|c_{k l}^{\prime}\right|_{0}^{s}=\left|a_{k l}\right|_{0}^{s}$, where $a_{k l}=\binom{j+l}{t_{k}}$ (see Problem 1.27). It is also clear that

$$
\binom{j+l}{t}=\left(1-\frac{t}{j+l+1}\right) \ldots\left(1-\frac{t}{j+s}\right)\binom{j+s}{t}=\varphi_{s-l}(t)\binom{j+s}{t} .
$$

Hence,

$$
\Delta=\prod_{\lambda=0}^{s}\binom{j+s}{t_{\lambda}}\left|\begin{array}{cccc}
\varphi_{s}\left(t_{0}\right) & \varphi_{s-1}\left(t_{0}\right) & \ldots & 1 \\
\varphi_{s}\left(t_{1}\right) & \varphi_{s-1}\left(t_{1}\right) & \ldots & 1 \\
\vdots & \vdots & \ldots & \vdots \\
\varphi_{s}\left(t_{s}\right) & \varphi_{s-1}\left(t_{s}\right) & \ldots & 1
\end{array}\right|= \pm \prod_{\lambda=0}^{s}\left(\binom{j+s}{t_{\lambda}} A_{\lambda}\right) \prod_{\mu>\nu}\left(t_{\mu}-t_{\nu}\right)
$$

where $A_{0}, A_{1}, \ldots, A_{s}$ are the coefficients of the highest powers of $t$ in the polynomials $\varphi_{0}(t), \varphi_{1}(t), \ldots, \varphi_{s}(t)$, respectively, where $\varphi_{0}(t)=1$; the degree of $\varphi_{i}(t)$ is equal to $i$. Clearly, the product obtained has no irreducible fractions with numerators divisible by $p$, because $j+s<p$.

## Problems

2.1. Let $A_{n}$ be a matrix of size $n \times n$. Prove that $|A+\lambda I|=\lambda^{n}+\sum_{k=1}^{n} S_{k} \lambda^{n-k}$, where $S_{k}$ is the sum of all $\binom{n}{k}$ principal $k$ th order minors of $A$.
2.2. Prove that

$$
\left|\begin{array}{cccc}
a_{11} & \ldots & a_{1 n} & x_{1} \\
\vdots & \ldots & \vdots & \vdots \\
a_{n 1} & \ldots & a_{n n} & x_{n} \\
y_{1} & \ldots & y_{n} & 0
\end{array}\right|=-\sum_{i, j} x_{i} y_{j} A_{i j},
$$

where $A_{i j}$ is the cofactor of $a_{i j}$ in $\left\|a_{i j}\right\|_{1}^{n}$.
2.3. Prove that the sum of principal $k$-minors of $A^{T} A$ is equal to the sum of squares of all $k$-minors of $A$.
2.4. Prove that

$$
\left|\begin{array}{ccc}
u_{1} a_{11} & \ldots & u_{n} a_{1 n} \\
a_{21} & \ldots & a_{2 n} \\
\vdots & \ldots & \vdots \\
a_{n 1} & \ldots & a_{n n}
\end{array}\right|+\cdots+\left|\begin{array}{ccc}
a_{11} & \ldots & a_{1 n} \\
a_{21} & \ldots & a_{2 n} \\
\vdots & \ldots & \vdots \\
u_{1} a_{n 1} & \ldots & u_{n} a_{n n}
\end{array}\right|=\left(u_{1}+\cdots+u_{n}\right)|A| .
$$

## Inverse and adjoint matrices

2.5 . Let $A$ and $B$ be square matrices of order $n$. Compute

$$
\left(\begin{array}{ccc}
I & A & C \\
0 & I & B \\
0 & 0 & I
\end{array}\right)^{-1} .
$$

2.6. Prove that the matrix inverse to an invertible upper triangular matrix is also an upper triangular one.
2.7. Give an example of a matrix of order $n$ whose adjoint has only one nonzero element and this element is situated in the $i$ th row and $j$ th column for given $i$ and $j$.
2.8. Let $x$ and $y$ be columns of length $n$. Prove that

$$
\operatorname{adj}\left(I-x y^{T}\right)=x y^{T}+\left(1-y^{T} x\right) I .
$$

2.9. Let $A$ be a skew-symmetric matrix of order $n$. Prove that adj $A$ is a symmetric matrix for odd $n$ and a skew-symmetric one for even $n$.
2.10. Let $A_{n}$ be a skew-symmetric matrix of order $n$ with elements +1 above the main diagonal. Calculate adj $A_{n}$.
2.11. The matrix $\operatorname{adj}(A-\lambda I)$ can be expressed in the form $\sum_{k=0}^{n-1} \lambda^{k} A_{k}$, where $n$ is the order of $A$. Prove that:
a) for any $k(1 \leq k \leq n-1)$ the matrix $A_{k} A-A_{k-1}$ is a scalar matrix;
b) the matrix $A_{n-s}$ can be expressed as a polynomial of degree $s-1$ in $A$.
2.12. Find all matrices $A$ with nonnegative elements such that all elements of $A^{-1}$ are also nonnegative.
2.13. Let $\varepsilon=\exp (2 \pi i / n) ; A=\left\|a_{i j}\right\|_{1}^{n}$, where $a_{i j}=\varepsilon^{i j}$. Calculate the matrix $A^{-1}$.
2.14. Calculate the matrix inverse to the Vandermonde matrix $V$.

## 3. The Schur complement

3.1. Let $P=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ be a block matrix with square matrices $A$ and $D$. In order to facilitate the computation of $\operatorname{det} P$ we can factorize the matrix $P$ as follows:

$$
\left(\begin{array}{cc}
A & B  \tag{1}\\
C & D
\end{array}\right)=\left(\begin{array}{cc}
A & 0 \\
C & I
\end{array}\right)\left(\begin{array}{cc}
I & Y \\
0 & X
\end{array}\right)=\left(\begin{array}{cc}
A & A Y \\
C & C Y+X
\end{array}\right)
$$

The equations $B=A Y$ and $D=C Y+X$ are solvable when the matrix $A$ is invertible. In this case $Y=A^{-1} B$ and $X=D-C A^{-1} B$. The matrix $D-C A^{-1} B$ is called the Schur complement of $A$ in $P$, and is denoted by $(P \mid A)$. It is clear that $\operatorname{det} P=\operatorname{det} A \operatorname{det}(P \mid A)$.

It is easy to verify that

$$
\left(\begin{array}{cc}
A & A Y \\
C & C Y+X
\end{array}\right)=\left(\begin{array}{cc}
A & 0 \\
C & X
\end{array}\right)\left(\begin{array}{cc}
I & Y \\
0 & I
\end{array}\right)
$$

Therefore, instead of the factorization (1) we can write

$$
\begin{align*}
P=\left(\begin{array}{cc}
A & 0 \\
C & (P \mid A)
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right)  \tag{2}\\
=\left(\begin{array}{cc}
I & 0 \\
C A^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & (P \mid A)
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} B \\
0 & I
\end{array}\right) .
\end{align*}
$$

If the matrix $D$ is invertible we have an analogous factorization

$$
P=\left(\begin{array}{cc}
I & B D^{-1} \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
A-B D^{-1} C & 0 \\
0 & D
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
D^{-1} C & I
\end{array}\right) .
$$

We have proved the following assertion.
3.1.1. Theorem. a) If $|A| \neq 0$ then $|P|=|A| \cdot\left|D-C A^{-1} B\right|$;
b) If $|D| \neq 0$ then $|P|=\left|A-B D^{-1} C\right| \cdot|D|$.

Another application of the factorization (2) is a computation of $P^{-1}$. Clearly,

$$
\left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right)^{-1}=\left(\begin{array}{cc}
I & -X \\
0 & I
\end{array}\right)
$$

This fact together with (2) gives us formula

$$
P^{-1}=\left(\begin{array}{cc}
A^{-1}+A^{-1} B X^{-1} C A^{-1} & -A^{-1} B X^{-1} \\
-X^{-1} C A^{-1} & X^{-1}
\end{array}\right), \text { where } X=(P \mid A)
$$

3.1.2. Theorem. If $A$ and $D$ are square matrices of order $n,|A| \neq 0$, and $A C=C A$, then $|P|=|A D-C B|$.

Proof. By Theorem 3.1.1

$$
|P|=|A| \cdot\left|D-C A^{-1} B\right|=\left|A D-A C A^{-1} B\right|=|A D-C B| .
$$

Is the above condition $|A| \neq 0$ necessary? The answer is "no", but in certain similar situations the answer is "yes". If, for instance, $C D^{T}=-D C^{T}$, then

$$
|P|=\left|A-B D^{-1} C\right| \cdot\left|D^{T}\right|=\left|A D^{T}+B C^{T}\right|
$$

This equality holds for any invertible matrix $D$. But if

$$
A=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), B=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), C=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \text { and } D=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right),
$$

then

$$
C D^{T}=-D C^{T}=0 \text { and }\left|A D^{T}+B C^{T}\right|=-1 \neq 1=P .
$$

Let us return to Theorem 3.1.2. The equality $|P|=|A D-C B|$ is a polynomial identity for the elements of the matrix $P$. Therefore, if there exist invertible matrices $A_{\varepsilon}$ such that $\lim _{\varepsilon \rightarrow 0} A_{\varepsilon}=A$ and $A_{\varepsilon} C=C A_{\varepsilon}$, then this equality holds for the matrix $A$ as well. Given any matrix $A$, consider $A_{\varepsilon}=A+\varepsilon I$. It is easy to see (cf. 2.4.2) that the matrices $A_{\varepsilon}$ are invertible for every sufficiently small nonzero $\varepsilon$, and if $A C=C A$ then $A_{\varepsilon} C=C A_{\varepsilon}$. Hence, Theorem 3.1.2 is true even if $|A|=0$.
3.1.3. Theorem. Suppose $u$ is a row, $v$ is a column, and $a$ is a number. Then

$$
\left|\begin{array}{ll}
A & v \\
u & a
\end{array}\right|=a|A|-u(\operatorname{adj} A) v
$$

Proof. By Theorem 3.1.1

$$
\left|\begin{array}{ll}
A & v \\
u & a
\end{array}\right|=|A|\left(a-u A^{-1} v\right)=a|A|-u(\operatorname{adj} A) v
$$

if the matrix $A$ is invertible. Both sides of this equality are polynomial functions of the elements of $A$. Hence, the theorem is true, by continuity, for noninvertible $A$ as well.
3.2. Let $A=\left|\begin{array}{lll}A_{11} & A_{12} & A_{13} \\ A_{21} & A_{22} & A_{23} \\ A_{31} & A_{32} & A_{33}\end{array}\right|, B=\left|\begin{array}{ll}A_{11} & A_{12} \\ A_{21} & A_{22}\end{array}\right|$ and $C=A_{11}$ be square matrices, and let $B$ and $C$ be invertible. The matrix $(B \mid C)=A_{22}-A_{21} A_{11}^{-1} A_{12}$ may be considered as a submatrix of the matrix

$$
(A \mid C)=\left(\begin{array}{ll}
A_{22} & A_{23} \\
A_{32} & A_{33}
\end{array}\right)-\binom{A_{21}}{A_{31}} A_{11}^{-1}\left(A_{12} A_{13}\right)
$$

Theorem (Emily Haynsworth). $\quad(A \mid B)=((A \mid C) \mid(B \mid C))$.
Proof (Following [Ostrowski, 1973]). Consider two factorizations of $A$ :

$$
A=\left(\begin{array}{ccc}
A_{11} & 0 & 0  \tag{1}\\
A_{21} & I & 0 \\
A_{31} & 0 & I
\end{array}\right)\left(\begin{array}{ccc}
I & * & * \\
0 & (A \mid C)
\end{array}\right)
$$

$$
A=\left(\begin{array}{ccc}
A_{11} & A_{12} & 0  \tag{2}\\
A_{21} & A_{22} & 0 \\
A_{31} & A_{32} & I
\end{array}\right)\left(\begin{array}{ccc}
I & 0 & * \\
0 & I & * \\
0 & 0 & (A \mid B)
\end{array}\right)
$$

For the Schur complement of $A_{11}$ in the left factor of (2) we can write a similar factorization

$$
\left(\begin{array}{lll}
A_{11} & A_{12} & 0  \tag{3}\\
A_{21} & A_{22} & 0 \\
A_{31} & A_{32} & I
\end{array}\right)=\left(\begin{array}{ccc}
A_{11} & 0 & 0 \\
A_{21} & I & 0 \\
A_{31} & 0 & I
\end{array}\right)\left(\begin{array}{ccc}
I & X_{1} & X_{2} \\
0 & X_{3} & X_{4} \\
0 & X_{5} & X_{6}
\end{array}\right) .
$$

Since $A_{11}$ is invertible, we derive from (1), (2) and (3) after simplification (division by the same factors):

$$
\left(\begin{array}{cc}
I & * \\
0 & * \\
0 & (A \mid C)
\end{array}\right)=\left(\begin{array}{ccc}
I & X_{1} & X_{2} \\
0 & X_{3} & X_{4} \\
0 & X_{5} & X_{6}
\end{array}\right)\left(\begin{array}{ccc}
I & 0 & * \\
0 & I & * \\
0 & 0 & (A \mid B)
\end{array}\right) .
$$

It follows that

$$
(A \mid C)=\left(\begin{array}{cc}
X_{3} & X_{4} \\
X_{5} & X_{6}
\end{array}\right)\left(\begin{array}{cc}
I & * \\
0 & (A \mid B)
\end{array}\right)
$$

To finish the proof we only have to verify that $X_{3}=(B \mid C), X_{4}=0$ and $X_{6}=$ $I$. Equating the last columns in (3), we get $0=A_{11} X_{2}, 0=A_{21} X_{2}+X_{4}$ and $I=A_{31} X_{2}+X_{6}$. The matrix $A_{11}$ is invertible; therefore, $X_{2}=0$. It follows that $X_{4}=0$ and $X_{6}=I$. Another straightforward consequence of (3) is

$$
\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)=\left(\begin{array}{ll}
A_{11} & 0 \\
A_{21} & I
\end{array}\right)\left(\begin{array}{cc}
I & X_{1} \\
0 & X_{3}
\end{array}\right),
$$

i.e., $X_{3}=(B \mid C)$.

## Problems

3.1. Let $u$ and $v$ be rows of length $n, A$ a square matrix of order $n$. Prove that

$$
\left|A+u^{T} v\right|=|A|+v(\operatorname{adj} A) u^{T} .
$$

3.2. Let $A$ be a square matrix. Prove that

$$
\left|\begin{array}{cc}
I & A \\
A^{T} & I
\end{array}\right|=1-\sum M_{1}^{2}+\sum M_{2}^{2}-\sum M_{3}^{2}+\ldots,
$$

where $\sum M_{k}^{2}$ is the sum of the squares of all $k$-minors of $A$.

## 4. Symmetric functions, sums $x_{1}^{k}+\cdots+x_{n}^{k}$, and Bernoulli numbers

In this section we will obtain determinant relations for elementary symmetric functions $\sigma_{k}\left(x_{1}, \ldots, x_{n}\right)$, functions $s_{k}\left(x_{1}, \ldots, x_{n}\right)=x_{1}^{k}+\cdots+x_{n}^{k}$, and sums of homogeneous monomials of degree $k$,

$$
p_{k}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i_{1}+\cdots+i_{n}=k} x_{1}^{i_{1}} \ldots x_{n}^{i_{n}}
$$

4.1. Let $\sigma_{k}\left(x_{1}, \ldots, x_{n}\right)$ be the $k$ th elementary function, i.e., the coefficient of $x^{n-k}$ in the standard power series expression of the polynomial $\left(x+x_{1}\right) \ldots\left(x+x_{n}\right)$. We will assume that $\sigma_{k}\left(x_{1}, \ldots, x_{n}\right)=0$ for $k>n$. First of all, let us prove that

$$
s_{k}-s_{k-1} \sigma_{1}+s_{k-2} \sigma_{2}-\cdots+(-1)^{k} k \sigma_{k}=0
$$

The product $s_{k-p} \sigma_{p}$ consists of terms of the form $x_{i}^{k-p}\left(x_{j_{1}} \ldots x_{j_{p}}\right)$. If $i \in$ $\left\{j_{1}, \ldots j_{p}\right\}$, then this term cancels the term $x_{i}^{k-p+1}\left(x_{j_{1}} \ldots \widehat{x}_{i} \ldots x_{j_{p}}\right)$ of the product $s_{k-p+1} \sigma_{p-1}$, and if $i \notin\left\{j_{1}, \ldots, j_{p}\right\}$, then it cancels the term $x_{i}^{k-p-1}\left(x_{i} x_{j_{1}} \ldots x_{j_{p}}\right)$ of the product $s_{k-p-1} \sigma_{p+1}$.

Consider the relations

$$
\begin{aligned}
\sigma_{1} & =s_{1} \\
s_{1} \sigma_{1}-2 \sigma_{2} & =s_{2} \\
s_{2} \sigma_{1}-s_{1} \sigma_{2}+3 \sigma_{3} & =s_{3} \\
\cdots \cdots \cdots \cdots & \\
s_{k} \sigma_{1}-s_{k-1} \sigma_{2}+\cdots+(-1)^{k+1} k \sigma_{k} & =s_{k}
\end{aligned}
$$

as a system of linear equations for $\sigma_{1}, \ldots, \sigma_{k}$. With the help of Cramer's rule it is easy to see that

$$
\sigma_{k}=\frac{1}{k!}\left|\begin{array}{cccccc}
s_{1} & 1 & 0 & 0 & \ldots & 0 \\
s_{2} & s_{1} & 1 & 0 & \ldots & 0 \\
s_{3} & s_{2} & s_{1} & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
s_{k-1} & s_{k-2} & \ldots & \ldots & \ddots & 1 \\
s_{k} & s_{k-1} & \ldots & \ldots & \ldots & s_{1}
\end{array}\right|
$$

Similarly,

$$
s_{k}=\left|\begin{array}{cccccc}
\sigma_{1} & 1 & 0 & 0 & \ldots & 0 \\
2 \sigma_{2} & \sigma_{1} & 1 & 0 & \ldots & 0 \\
3 \sigma_{3} & \sigma_{2} & \sigma_{1} & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
(k-1) \sigma_{k-1} & \sigma_{k-2} & \ldots & \ldots & \ldots & 1 \\
k \sigma_{k} & \sigma_{k-1} & \ldots & \ldots & \ldots & \sigma_{1}
\end{array}\right|
$$

4.2. Let us obtain first a relation between $p_{k}$ and $\sigma_{k}$ and then a relation between $p_{k}$ and $s_{k}$. It is easy to verify that

$$
\begin{aligned}
1+p_{1} t+p_{2} t^{2}+ & p_{3} t^{3}+\cdots=\left(1+x_{1} t+\left(x_{1} t\right)^{2}+\ldots\right) \ldots\left(1+x_{n} t+\left(x_{n} t\right)^{2}+\ldots\right) \\
& =\frac{1}{\left(1-x_{1} t\right) \ldots\left(1-x_{n} t\right)}=\frac{1}{1-\sigma_{1} t+\sigma_{2} t^{2}-\cdots+(-1)^{n} \sigma_{n} t^{n}}
\end{aligned}
$$

i.e.,

$$
\begin{aligned}
p_{1}-\sigma_{1} & =0 \\
p_{2}-p_{1} \sigma_{1}+\sigma_{2} & =0 \\
p_{3}-p_{2} \sigma_{1}+p_{1} \sigma_{2}-\sigma_{3} & =0
\end{aligned}
$$

Therefore,

$$
\sigma_{k}=\left|\begin{array}{ccccc}
p_{1} & 1 & 0 & \ldots & 0 \\
p_{2} & p_{1} & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
p_{k-1} & p_{k-2} & \ldots & \ldots & 1 \\
p_{k} & p_{k-1} & \ldots & \ldots & p_{k}
\end{array}\right| \text { and } p_{k}=\left|\begin{array}{ccccc}
\sigma_{1} & 1 & 0 & \ldots & 0 \\
\sigma_{2} & \sigma_{1} & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\sigma_{k-1} & \sigma_{k-2} & \ldots & \ldots & 1 \\
\sigma_{k} & \sigma_{k-1} & \ldots & \ldots & \sigma_{k}
\end{array}\right| .
$$

To get relations between $p_{k}$ and $s_{k}$ is a bit more difficult. Consider the function $f(t)=\left(1-x_{1} t\right) \ldots\left(1-x_{n} t\right)$. Then

$$
\begin{aligned}
-\frac{f^{\prime}(t)}{f^{2}(t)}=\left(\frac{1}{f(t)}\right)^{\prime} & =\left[\left(\frac{1}{1-x_{1} t}\right) \cdots\left(\frac{1}{1-x_{n} t}\right)\right]^{\prime} \\
& =\left(\frac{x_{1}}{1-x_{1} t}+\cdots+\frac{x_{n}}{1-x_{n} t}\right) \frac{1}{f(t)}
\end{aligned}
$$

Therefore,

$$
-\frac{f^{\prime}(t)}{f(t)}=\frac{x_{1}}{1-x_{1} t}+\cdots+\frac{x_{n}}{1-x_{n} t}=s_{1}+s_{2} t+s_{3} t^{2}+\ldots
$$

On the other hand, $(f(t))^{-1}=1+p_{1} t+p_{2} t^{2}+p_{3} t^{3}+\ldots$ and, therefore,

$$
-\frac{f^{\prime}(t)}{f(t)}=\left(\frac{1}{f(t)}\right)^{\prime} \cdot\left(\frac{1}{f(t)}\right)^{-1}=\frac{p_{1}+2 p_{2} t+3 p_{3} t^{2}+\ldots}{1+p_{1} t+p_{2} t^{2}+p_{3} t^{3}+\ldots}
$$

i.e.,

$$
\left(1+p_{1} t+p_{2} t^{2}+p_{3} t^{3}+\ldots\right)\left(s_{1}+s_{2} t+s_{3} t^{2}+\ldots\right)=p_{1}+2 p_{2} t+3 p_{3} t^{2}+\ldots
$$

Therefore,

$$
s_{k}=(-1)^{k-1}\left|\begin{array}{ccccccc}
p_{1} & 1 & 0 & \ldots & 0 & 0 & 0 \\
2 p_{2} & p_{1} & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots \\
(k-1) p_{k-1} & p_{k-2} & \ldots & \ldots & p_{2} & p_{1} & 1 \\
k p_{k} & p_{k-1} & \ldots & \ldots & p_{3} & p_{2} & p_{1}
\end{array}\right|,
$$

and

$$
p_{k}=\frac{1}{k!}\left|\begin{array}{ccccccc}
s_{1} & -1 & 0 & \ldots & 0 & 0 & 0 \\
s_{2} & s_{1} & -2 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots \\
s_{k-1} & s_{k-2} & \ldots & \ldots & s_{2} & s_{1} & -k+1 \\
s_{k} & s_{k-1} & \ldots & \ldots & s_{3} & s_{2} & s_{1}
\end{array}\right|
$$

4.3. In this subsection we will study properties of the sum $S_{n}(k)=1^{n}+\cdots+$ $(k-1)^{n}$. Let us prove that

$$
S_{n-1}(k)=\frac{1}{n!}\left|\begin{array}{cccccc}
k^{n} & \binom{n}{n-2} & \binom{n}{n-3} & \ldots & \binom{n}{1} & 1 \\
k^{n-1} & \binom{n-1}{n-2} & \binom{n-1}{n-3} & \ldots & \binom{n}{n-1} & 1 \\
k^{n-2} & 1 & \binom{n-2}{n-3} & \ldots & \left(\begin{array}{c}
n-2
\end{array}\right) & 1 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots \\
k & 0 & 0 & \ldots & 0 & 1
\end{array}\right| .
$$

To this end, add up the identities

$$
(x+1)^{n}-x^{n}=\sum_{i=0}^{n-1}\binom{n}{i} x^{i} \text { for } x=1,2, \ldots, k-1
$$

We get

$$
k^{n}=\sum_{i=0}^{n-1}\binom{n}{i} S_{i}(k)
$$

The set of these identities for $i=1,2, \ldots, n$ can be considered as a system of linear equations for $S_{i}(k)$. This system yields the desired expression for $S_{n-1}(k)$.

The expression obtained for $S_{n-1}(k)$ implies that $S_{n-1}(k)$ is a polynomial in $k$ of degree $n$.
4.4. Now, let us give matrix expressions for $S_{n}(k)$ which imply that $S_{n}(x)$ can be polynomially expressed in terms of $S_{1}(x)$ and $S_{2}(x)$; more precisely, the following assertion holds.

Theorem. Let $u=S_{1}(x)$ and $v=S_{2}(x)$; then for $k \geq 1$ there exist polynomials $p_{k}$ and $q_{k}$ with rational coefficients such that $S_{2 k+1}(x)=u^{2} p_{k}(u)$ and $S_{2 k}(x)=$ $v q_{k}(u)$.

To get an expression for $S_{2 k+1}$ let us make use of the identity
(1) $[n(n-1)]^{r}=\sum_{x=1}^{n-1}\left(x^{r}(x+1)^{r}-x^{r}(x-1)^{r}\right)$

$$
=2\left(\binom{r}{1} \sum x^{2 r-1}+\binom{r}{3} \sum x^{2 r-3}+\binom{r}{5} \sum x^{2 r-5}+\ldots\right)
$$

i.e., $[n(n-1)]^{i+1}=\sum\binom{i+1}{2(i-j)+1} S_{2 j+1}(n)$. For $i=1,2, \ldots$ these equalities can be expressed in the matrix form:

$$
\left(\begin{array}{c}
{[n(n-1)]^{2}} \\
{[n(n-1)]^{3}} \\
{[n(n-1)]^{4}} \\
\vdots
\end{array}\right)=2\left(\begin{array}{cccc}
2 & 0 & 0 & \ldots \\
1 & 3 & 0 & \ldots \\
0 & 4 & 4 & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)\left(\begin{array}{c}
S_{3}(n) \\
S_{5}(n) \\
S_{7}(n) \\
\vdots
\end{array}\right)
$$

The principal minors of finite order of the matrix obtained are all nonzero and, therefore,

$$
\left(\begin{array}{c}
S_{3}(n) \\
S_{5}(n) \\
S_{7}(n) \\
\vdots
\end{array}\right)=\frac{1}{2}\left\|a_{i j}\right\|^{-1}\left(\begin{array}{c}
{[n(n-1)]^{2}} \\
{[n(n-1)]^{3}} \\
{[n(n-1)]^{4}} \\
\vdots
\end{array}\right), \text { where } a_{i j}=\binom{i+1}{2(i-j)+1}
$$

The formula obtained implies that $S_{2 k+1}(n)$ can be expressed in terms of $n(n-1)=$ $2 u(n)$ and is divisible by $[n(n-1)]^{2}$.

To get an expression for $S_{2 k}$ let us make use of the identity

$$
\begin{aligned}
n^{r+1}(n-1)^{r} & =\sum_{x=1}^{n-1}\left(x^{r}(x+1)^{r+1}-(x-1)^{r} x^{r+1}\right) \\
= & \sum x^{2 r}\left(\binom{r+1}{1}+\binom{r}{1}\right)+\sum x^{2 r-1}\left(\binom{r+1}{2}-\binom{r}{2}\right) \\
& +\sum x^{2 r-2}\left(\binom{r+1}{3}+\binom{r}{3}\right)+\sum x^{2 r-3}\left(\binom{r+1}{4}-\binom{r}{4}\right)+\ldots \\
= & \left(\binom{r+1}{1}+\binom{r}{1}\right) \sum x^{2 r}+\left(\binom{r+1}{3}+\binom{r}{3}\right) \sum x^{2 r-2}+\ldots \\
& +\binom{r}{1} \sum x^{2 r-1}+\binom{r}{3} \sum x^{2 r-3}+\ldots
\end{aligned}
$$

The sums of odd powers can be eliminated with the help of (1). As a result we get

$$
\begin{aligned}
n^{r+1}(n-1)^{r}=\frac{\left(n^{r}(n-1)^{r}\right)}{2}+\left(\binom{r+1}{1}+\right. & \left.\binom{r}{1}\right) \sum x^{2 r} \\
& +\left(\binom{r+1}{3}+\binom{r}{3}\right) \sum x^{2 r-3}
\end{aligned}
$$

i.e.,

$$
n^{i}(n-1)^{i}\left(\frac{2 n-1}{2}\right)=\sum\left(\binom{i+1}{2(i-j)+1}+\binom{i}{2(i-j)+1}\right) S_{2 j}(n)
$$

Now, similarly to the preceding case we get

$$
\left(\begin{array}{c}
S_{2}(n) \\
S_{4}(n) \\
S_{6}(n) \\
\vdots
\end{array}\right)=\frac{2 n-1}{2}\left\|b_{i j}\right\|^{-1}\left(\begin{array}{c}
(n(n-1) \\
{[n(n-1)]^{2}} \\
{[n(n-1)]^{3}} \\
\vdots
\end{array}\right)
$$

where $b_{i j}=\binom{i+1}{2(i-j)+1}+\binom{i}{2(i-j)+1}$.
Since $S_{2}(n)=\frac{2 n-1}{2} \cdot \frac{n(n-1)}{3}$, the polynomials $S_{4}(n), S_{6}(n), \ldots$ are divisible by $S_{2}(n)=v(n)$ and the quotient is a polynomial in $n(n-1)=2 u(n)$.
4.5. In many theorems of calculus and number theory we encounter the following Bernoulli numbers $B_{k}$, defined from the expansion

$$
\frac{t}{e^{t}-1}=\sum_{k=0}^{\infty} B_{k} \frac{t^{k}}{k!} \quad(\text { for }|t|<2 \pi) .
$$

It is easy to verify that $B_{0}=1$ and $B_{1}=-1 / 2$.
With the help of the Bernoulli numbers we can represent $S_{m}(n)=1^{m}+2^{m}+$ $\cdots+(n-1)^{m}$ as a polynomial of $n$.

Theorem. $(m+1) S_{m}(n)=\sum_{k=0}^{m}\binom{m+1}{k} B_{k} n^{m+1-k}$.
Proof. Let us write the power series expansion of $\frac{t}{e^{t}-1}\left(e^{n t}-1\right)$ in two ways. On the one hand,

$$
\begin{aligned}
\frac{t}{e^{t}-1}\left(e^{n t}-1\right) & =\sum_{k=0}^{\infty} \frac{B_{k} t^{k}}{k!} \sum_{s=1}^{\infty} \frac{(n t)^{s}}{s!} \\
& =n t+\sum_{m=1}^{\infty} \sum_{k=0}^{m}\binom{m+1}{k} B_{k} n^{m+1-k} \frac{t^{m+1}}{(m+1)!}
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
t \frac{e^{n t}-1}{e^{t}-1}=t \sum_{r=0}^{n-1} e^{r t} & =n t+\sum_{m=1}^{\infty}\left(\sum_{r=1}^{n-1} r^{m}\right) \frac{t^{m+1}}{m!} \\
& =n t+\sum_{m=1}^{\infty}(m+1) S_{m}(n) \frac{t^{m+1}}{(m+1)!}
\end{aligned}
$$

Let us give certain determinant expressions for $B_{k}$. Set $b_{k}=\frac{B_{k}}{k!}$. Then by definition

$$
x=\left(e^{x}-1\right)\left(\sum_{k=0}^{\infty} b_{k} x^{k}\right)=\left(x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots\right)\left(1+b_{1} x+b_{2} x^{2}+b_{3} x^{3}+\ldots\right),
$$

i.e.,

$$
\begin{aligned}
b_{1} & =-\frac{1}{2!} \\
\frac{b_{1}}{2!}+b_{2} & =-\frac{1}{3!} \\
\frac{b_{1}}{3!}+\frac{b_{2}}{2!}+b_{3} & =-\frac{1}{4!}
\end{aligned}
$$

Solving this system of linear equations by Cramer's rule we get

$$
B_{k}=k!b_{k}=(-1)^{k} k!\left|\begin{array}{ccccc}
1 / 2! & 1 & 0 & \ldots & 0 \\
1 / 3! & 1 / 2! & 1 & \ldots & 0 \\
1 / 4! & 1 / 3! & 1 / 2! & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 /(k+1)! & 1 / k! & \ldots & \ldots & 1 / 2!
\end{array}\right| .
$$

Now, let us prove that $B_{2 k+1}=0$ for $k \geq 1$. Let $\frac{x}{e^{x}-1}=-\frac{x}{2}+f(x)$. Then

$$
f(x)-f(-x)=\frac{x}{e^{x}-1}+\frac{x}{e^{-x}-1}+x=0
$$

i.e., $f$ is an even function. Let $c_{k}=\frac{B_{2 k}}{(2 k)!}$. Then

$$
x=\left(x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots\right)\left(1-\frac{x}{2}+c_{1} x^{2}+c_{2} x^{4}+c_{3} x^{6}+\ldots\right) .
$$

Equating the coefficients of $x^{3}, x^{5}, x^{7}, \ldots$ and taking into account that $\frac{1}{2(2 n)!}-$ $\frac{1}{(2 n+1)!}=\frac{2 n-1}{2(2 n+1)!}$ we get

$$
\begin{aligned}
c_{1} & =\frac{1}{2 \cdot 3!} \\
\frac{c_{1}}{3!}+c_{2} & =\frac{3}{2 \cdot 5!} \\
\frac{c_{1}}{5!}+\frac{c_{2}}{3!}+c_{3} & =\frac{5}{2 \cdot 7!}
\end{aligned}
$$

Therefore,

$$
B_{2 k}=(2 k)!c_{k}=\frac{(-1)^{k+1}(2 k)!}{2}\left|\begin{array}{ccccc}
1 / 3! & 1 & 0 & \ldots & 0 \\
3 / 5! & 1 / 3! & 1 & \ldots & 0 \\
5 / 7! & 1 / 5! & 1 / 3! & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{2 k-1}{(2 k+1)!} & \frac{1}{(2 k-1)!} & \ldots & \ldots & 1 / 3!
\end{array}\right| .
$$

## Solutions

1.1. Since $A^{T}=-A$ and $n$ is odd, then $\left|A^{T}\right|=(-1)^{n}|A|=-|A|$. On the other hand, $\left|A^{T}\right|=|A|$.
1.2. If $A$ is a skew-symmetric matrix of even order, then

$$
\left(\begin{array}{cccc}
0 & 1 & \ldots & 1 \\
-1 & & A & \\
\vdots & & & \\
-1 & & &
\end{array}\right)
$$

is a skew-symmetric matrix of odd order and, therefore, its determinant vanishes. Thus,

In the last matrix, subtracting the first column from all other columns we get the desired.
1.3. Add the first row to and subtract the second row from the rows 3 to $2 n$. As a result, we get $\left|A_{n}\right|=\left|A_{n-1}\right|$.
1.4. Suppose that all terms of the expansion of an $n$th order determinant are positive. If the intersection of two rows and two columns of the determinant singles out a matrix $\left(\begin{array}{ll}x & y \\ u & v\end{array}\right)$ then the expansion of the determinant has terms of the form $x v \alpha$ and $-y u \alpha$ and, therefore, $\operatorname{sign}(x v)=-\operatorname{sign}(y u)$. Let $a_{i}, b_{i}$ and $c_{i}$ be the first three elements of the $i$ th row $(i=1,2)$. Then $\operatorname{sign}\left(a_{1} b_{2}\right)=-\operatorname{sign}\left(a_{2} b_{1}\right)$, $\operatorname{sign}\left(b_{1} c_{2}\right)=-\operatorname{sign}\left(b_{2} c_{1}\right)$, and $\operatorname{sign}\left(c_{1} a_{2}\right)=-\operatorname{sign}\left(c_{2} a_{1}\right)$. By multiplying these identities we get $\operatorname{sign} p=-\operatorname{sign} p$, where $p=a_{1} b_{1} c_{1} a_{2} b_{2} c_{2}$. Contradiction.
1.5. For all $i \geq 2$ let us subtract the $(i-1)$ st row multiplied by $a$ from the $i$ th row. As a result we get an upper triangular matrix with diagonal elements $a_{11}=1$ and $a_{i i}=1-a^{2}$ for $i>1$. The determinant of this matrix is equal to $\left(1-a^{2}\right)^{n-1}$.
1.6. Expanding the determinant $\Delta_{n+1}$ with respect to the last column we get

$$
\Delta_{n+1}=x \Delta_{n}+h \Delta_{n}=(x+h) \Delta_{n} .
$$

1.7. Let us prove that the desired determinant is equal to

$$
\prod\left(x_{i}-a_{i} b_{i}\right)\left(1+\sum_{i} \frac{a_{i} b_{i}}{x_{i}-a_{i} b_{i}}\right)
$$

by induction on $n$. For $n=2$ this statement is easy to verify. We will carry out the proof of the inductive step for $n=3$ (in the general case the proof is similar):

$$
\left|\begin{array}{ccc}
x_{1} & a_{1} b_{2} & a_{1} b_{3} \\
a_{2} b_{1} & x_{2} & a_{2} b_{3} \\
a_{3} b_{1} & a_{3} b_{2} & x_{3}
\end{array}\right|=\left|\begin{array}{ccc}
x_{1}-a_{1} b_{1} & a_{1} b_{2} & a_{1} b_{3} \\
0 & x_{2} & a_{2} b_{3} \\
0 & a_{3} b_{2} & x_{3}
\end{array}\right|+\left|\begin{array}{ccc}
a_{1} b_{1} & a_{1} b_{2} & a_{1} b_{3} \\
a_{2} b_{1} & x_{2} & a_{2} b_{3} \\
a_{3} b_{1} & a_{3} b_{2} & x_{3}
\end{array}\right| .
$$

The first determinant is computed by inductive hypothesis and to compute the second one we have to break out from the first row the factor $a_{1}$ and for all $i \geq 2$ subtract from the $i$ th row the first row multiplied by $a_{i}$.
1.8. It is easy to verify that $\operatorname{det}(I-A)=1-c$. The matrix $A$ is the matrix of the transformation $A e_{i}=c_{i-1} e_{i-1}$ and therefore, $A^{n}=c_{1} \ldots c_{n} I$. Hence,

$$
\left(I+A+\cdots+A^{n-1}\right)(I-A)=I-A^{n}=(1-c) I
$$

and, therefore,

$$
(1-c) \operatorname{det}\left(I+A+\cdots+A^{n-1}\right)=(1-c)^{n} .
$$

For $c \neq 1$ by dividing by $1-c$ we get the required. The determinant of the matrix considered depends continuously on $c_{1}, \ldots, c_{n}$ and, therefore, the identity holds for $c=1$ as well.
1.9. Since $\left(1-x_{i} y_{j}\right)^{-1}=\left(y_{j}^{-1}-x_{i}\right)^{-1} y_{j}^{-1}$, we have $\left|a_{i j}\right|_{1}^{n}=\sigma\left|b_{i j}\right|_{1}^{n}$, where $\sigma=\left(y_{1} \ldots y_{n}\right)^{-1}$ and $b_{i j}=\left(y_{j}^{-1}-x_{i}\right)^{-1}$, i.e., $\left|b_{i j}\right|_{1}^{n}$ is a Cauchy determinant (see 1.3). Therefore,

$$
\left|b_{i j}\right|_{1}^{n}=\sigma^{-1} \prod_{i>j}\left(y_{j}-y_{i}\right)\left(x_{j}-x_{i}\right) \prod_{i, j}\left(1-x_{i} y_{j}\right)^{-1}
$$

1.10. For a fixed $m$ consider the matrices $A_{n}=\left\|a_{i j}\right\|_{0}^{m}, a_{i j}=\binom{n+i}{j}$. The matrix $A_{0}$ is a triangular matrix with diagonal $(1, \ldots, 1)$. Therefore, $\left|A_{0}\right|=1$. Besides,
$A_{n+1}=A_{n} B$, where $b_{i, i+1}=1($ for $i \leq m-1), b_{i, i}=1$ and all other elements $b_{i j}$ are zero.
1.11. Clearly, points $A, B, \ldots, F$ with coordinates $\left(a^{2}, a\right), \ldots,\left(f^{2}, f\right)$, respectively, lie on a parabola. By Pascal's theorem the intersection points of the pairs of straight lines $A B$ and $D E, B C$ and $E F, C D$ and $F A$ lie on one straight line. It is not difficult to verify that the coordinates of the intersection point of $A B$ and $D E$ are

$$
\left(\frac{(a+b) d e-(d+e) a b}{d+e-a-b}, \quad \frac{d e-a b}{d+e-a-b}\right) .
$$

It remains to note that if points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ and $\left(x_{3}, y_{3}\right)$ belong to one straight line then

$$
\left|\begin{array}{lll}
x_{1} & y_{1} & 1 \\
x_{2} & y_{2} & 1 \\
x_{3} & y_{3} & 1
\end{array}\right|=0
$$

Remark. Recall that Pascal's theorem states that the opposite sides of a hexagon inscribed in a 2nd order curve intersect at three points that lie on one line. Its proof can be found in books [Berger, 1977] and [Reid, 1988].
1.12. Let $s=x_{1}+\cdots+x_{n}$. Then the $k$ th element of the last column is of the form

$$
\left(s-x_{k}\right)^{n-1}=\left(-x_{k}\right)^{n-1}+\sum_{i=0}^{n-2} p_{i} x_{k}^{i} .
$$

Therefore, adding to the last column a linear combination of the remaining columns with coefficients $-p_{0}, \ldots,-p_{n-2}$, respectively, we obtain the determinant

$$
\left|\begin{array}{ccccc}
1 & x_{1} & \ldots & x_{1}^{n-2} & \left(-x_{1}\right)^{n-1} \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
1 & x_{n} & \ldots & x_{n}^{n-2} & \left(-x_{n}\right)^{n-1}
\end{array}\right|=(-1)^{n-1} V\left(x_{1}, \ldots, x_{n}\right) .
$$

1.13. Let $\Delta$ be the required determinant. Multiplying the first row of the corresponding matrix by $x_{1}, \ldots$, and the $n$th row by $x_{n}$ we get

$$
\sigma \Delta=\left|\begin{array}{ccccc}
x_{1} & x_{1}^{2} & \ldots & x_{1}^{n-1} & \sigma \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
x_{n} & x_{n}^{2} & \ldots & x_{n}^{n-1} & \sigma
\end{array}\right|, \quad \text { where } \sigma=x_{1} \ldots x_{n}
$$

Therefore, $\Delta=(-1)^{n-1} V\left(x_{1}, \ldots, x_{n}\right)$.
1.14. Since

$$
\lambda_{i}^{n-k}\left(1+\lambda_{i}^{2}\right)^{k}=\lambda_{i}^{n}\left(\lambda_{i}^{-1}+\lambda_{i}\right)^{k},
$$

then

$$
\left|a_{i j}\right|_{0}^{n}=\left(\lambda_{0} \ldots \lambda_{n}\right)^{n} V\left(\mu_{0}, \ldots, \mu_{n}\right), \text { where } \mu_{i}=\lambda_{i}^{-1}+\lambda_{i} .
$$

1.15. Augment the matrix $V$ with an $(n+1)$ st column consisting of the $n$th powers and then add an extra first row $\left(1,-x, x^{2}, \ldots,(-x)^{n}\right)$. The resulting matrix $W$ is also a Vandermonde matrix and, therefore,

$$
\operatorname{det} W=\left(x+x_{1}\right) \ldots\left(x+x_{n}\right) \operatorname{det} V=\left(\sigma_{n}+\sigma_{n-1} x+\cdots+x^{n}\right) \operatorname{det} V .
$$

On the other hand, expanding $W$ with respect to the first row we get

$$
\operatorname{det} W=\operatorname{det} V_{0}+x \operatorname{det} V_{1}+\cdots+x^{n} \operatorname{det} V_{n-1}
$$

1.16. Let $x_{i}=i n$. Then

$$
a_{i 1}=x_{i}, a_{i 2}=\frac{x_{i}\left(x_{i}-1\right)}{2}, \ldots, a_{i r}=\frac{x_{i}\left(x_{i}-1\right) \ldots\left(x_{i}-r+1\right)}{r!},
$$

i.e., in the $k$ th column there stand identical polynomials of $k$ th degree in $x_{i}$. Since the determinant does not vary if to one of its columns we add a linear combination of its other columns, the determinant can be reduced to the form $\left|b_{i k}\right|_{1}^{r}$, where $b_{i k}=\frac{x_{i}^{k}}{k!}=\frac{n^{k}}{k!} i^{k}$. Therefore,

$$
\left|a_{i k}\right|_{1}^{r}=\left|b_{i k}\right|_{1}^{r}=n \cdot \frac{n^{2}}{2!} \ldots \frac{n^{r}}{r!} r!V(1,2, \ldots, r)=n^{r(r+1) / 2}
$$

because $\prod_{1 \leq j<i \leq r}(i-j)=2!3!\ldots(r-1)$ !
1.17. For $i=1, \ldots, n$ let us multiply the $i$ th row of the matrix $\left\|a_{i j}\right\|_{1}^{n}$ by $m_{i}!$, where $m_{i}=k_{i}+n-i$. We obtain the determinant $\left|b_{i j}\right|_{1}^{n}$, where

$$
b_{i j}=\frac{\left(k_{i}+n-i\right)!}{\left(k_{i}+j-i\right)!}=m_{i}\left(m_{i}-1\right) \ldots\left(m_{i}+j+1-n\right) .
$$

The elements of the $j$ th row of $\left\|b_{i j}\right\|_{1}^{n}$ are identical polynomials of degree $n-j$ in $m_{i}$ and the coefficients of the highest terms of these polynomials are equal to 1 . Therefore, subtracting from every column linear combinations of the preceding columns we can reduce the determinant $\left|b_{i j}\right|_{1}^{n}$ to a determinant with rows $\left(m_{i}^{n-1}, m_{i}^{n-2}, \ldots, 1\right)$. This determinant is equal to $\prod_{i<j}\left(m_{i}-m_{j}\right)$. It is also clear that $\left|a_{i j}\right|_{1}^{n}=\left|b_{i j}\right|_{1}^{n}\left(m_{1}!m_{2}!\ldots m_{n}!\right)^{-1}$.
1.18. For $n=3$ it is easy to verify that

$$
\left\|a_{i j}\right\|_{0}^{2}=\left(\begin{array}{ccc}
1 & 1 & 1 \\
x_{1} & x_{2} & x_{3} \\
x_{1}^{2} & x_{2}^{2} & x_{3}^{2}
\end{array}\right)\left(\begin{array}{lll}
p_{1} & p_{1} x_{1} & p_{1} x_{1}^{2} \\
p_{2} & p_{2} x_{2} & p_{2} x_{2}^{2} \\
p_{3} & p_{3} x_{3} & p_{3} x_{3}^{2}
\end{array}\right) .
$$

In the general case an analogous identity holds.
1.19. The required determinant can be represented in the form of a product of two determinants:

$$
\left|\begin{array}{cccc}
1 & \ldots & 1 & 1 \\
x_{1} & \ldots & x_{n} & y \\
x_{1}^{2} & \ldots & x_{n}^{2} & y^{2} \\
\vdots & \ldots & \vdots & \vdots \\
x_{1}^{n} & \ldots & x_{n}^{n} & y^{n}
\end{array}\right| \cdot\left|\begin{array}{ccccc}
1 & x_{1} & \ldots & x_{1}^{n-1} & 0 \\
1 & x_{2} & \ldots & x_{2}^{n-1} & 0 \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
1 & x_{n} & \ldots & x_{n}^{n-1} & 0 \\
0 & 0 & \ldots & 0 & 1
\end{array}\right|
$$

and, therefore, it is equal to $\Pi\left(y-x_{i}\right) \prod_{i>j}\left(x_{i}-x_{j}\right)^{2}$.
1.20. It is easy to verify that for $n=2$

$$
\left\|a_{i j}\right\|_{0}^{2}=\left(\begin{array}{ccc}
1 & 2 x_{0} & x_{0}^{2} \\
1 & 2 x_{1} & x_{1}^{2} \\
1 & 2 x_{2} & x_{2}^{2}
\end{array}\right)\left(\begin{array}{ccc}
y_{0}^{2} & y_{1}^{2} & y_{2}^{2} \\
y_{0} & y_{1} & y_{2} \\
1 & 1 & 1
\end{array}\right)
$$

and in the general case the elements of the first matrix are the numbers $\binom{n}{k} x_{i}^{k}$.
1.21. Let us suppose that there exists a nonzero solution such that the number of pairwise distinct numbers $\lambda_{i}$ is equal to $r$. By uniting the equal numbers $\lambda_{i}$ into $r$ groups we get

$$
m_{1} \lambda_{1}^{k}+\cdots+m_{r} \lambda_{r}^{k}=0 \text { for } k=1, \ldots, n
$$

Let $x_{1}=m_{1} \lambda_{1}, \ldots, x_{r}=m_{r} \lambda_{r}$, then

$$
\lambda_{1}^{k-1} x_{1}+\cdots+\lambda_{r}^{k-1} x_{r}=0 \text { for } k=1, \ldots, n
$$

Taking the first $r$ of these equations we get a system of linear equations for $x_{1}, \ldots, x_{r}$ and the determinant of this system is $V\left(\lambda_{1}, \ldots, \lambda_{r}\right) \neq 0$. Hence, $x_{1}=\cdots=x_{r}=0$ and, therefore, $\lambda_{1}=\cdots=\lambda_{r}=0$. The contradiction obtained shows that there is only the zero solution.
1.22. Let us carry out the proof by induction on $n$. For $n=1$ the statement is obvious.

Subtracting the first column of $\left\|a_{i j}\right\|_{0}^{n}$ from every other column we get a matrix $\left\|b_{i j}\right\|_{0}^{n}$, where $b_{i j}=\sigma_{i}\left(\widehat{x}_{j}\right)-\sigma_{i}\left(\widehat{x}_{0}\right)$ for $j \geq 1$.

Now, let us prove that

$$
\sigma_{k}\left(\widehat{x}_{i}\right)-\sigma_{k}\left(\widehat{x}_{j}\right)=\left(x_{j}-x_{i}\right) \sigma_{k-1}\left(\widehat{x}_{i}, \widehat{x}_{j}\right) .
$$

Indeed,
$\sigma_{k}\left(x_{1}, \ldots, x_{n}\right)=\sigma_{k}\left(\widehat{x}_{i}\right)+x_{i} \sigma_{k-1}\left(\widehat{x}_{i}\right)=\sigma_{k}\left(\widehat{x}_{i}\right)+x_{i} \sigma_{k-1}\left(\widehat{x}_{i}, \widehat{x}_{j}\right)+x_{i} x_{j} \sigma_{k-2}\left(\widehat{x}_{i}, \widehat{x}_{j}\right)$
and, therefore,

$$
\sigma_{k}\left(\widehat{x}_{i}\right)+x_{i} \sigma_{k-1}\left(\widehat{x}_{i}, \widehat{x}_{j}\right)=\sigma_{k}\left(\widehat{x}_{j}\right)+x_{j} \sigma_{k-1}\left(\widehat{x}_{i}, \widehat{x}_{j}\right) .
$$

Hence,

$$
\left|b_{i j}\right|_{0}^{n}=\left(x_{0}-x_{1}\right) \ldots\left(x_{0}-x_{n}\right)\left|c_{i j}\right|_{0}^{n-1}, \text { where } c_{i j}=\sigma_{i}\left(\widehat{x}_{0}, \widehat{x}_{j}\right) .
$$

1.23. Let $k=[n / 2]$. Let us multiply by -1 the rows $2,4, \ldots, 2 k$ of the matrix $\left\|b_{i j}\right\|_{1}^{n}$ and then multiply by -1 the columns $2,4, \ldots, 2 k$ of the matrix obtained. As a result we get $\left\|a_{i j}\right\|_{1}^{n}$.
1.24. It is easy to verify that both expressions are equal to the product of determinants

$$
\left|\begin{array}{cccc}
a_{1} & a_{2} & 0 & 0 \\
a_{3} & a_{4} & 0 & 0 \\
0 & 0 & b_{1} & b_{2} \\
0 & 0 & b_{3} & b_{4}
\end{array}\right| \cdot\left|\begin{array}{cccc}
c_{1} & 0 & c_{2} & 0 \\
0 & d_{1} & 0 & d_{2} \\
c_{3} & 0 & c_{4} & 0 \\
0 & d_{3} & 0 & d_{4}
\end{array}\right| .
$$

1.25. Both determinants are equal to

$$
\begin{aligned}
& a_{1} a_{2} a_{3}\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|+a_{1} b_{2} b_{3}\left|\begin{array}{lll}
a_{11} & b_{12} & b_{13} \\
a_{21} & b_{22} & b_{23} \\
a_{31} & b_{32} & b_{33}
\end{array}\right|+b_{1} a_{2} b_{3}\left|\begin{array}{lll}
b_{11} & a_{12} & b_{13} \\
b_{21} & a_{22} & b_{23} \\
b_{31} & a_{32} & b_{33}
\end{array}\right| \\
& -a_{1} a_{2} b_{3}\left|\begin{array}{lll}
a_{11} & a_{12} & b_{13} \\
a_{21} & a_{22} & b_{23} \\
a_{31} & a_{32} & b_{33}
\end{array}\right|-b_{1} a_{2} a_{3}\left|\begin{array}{lll}
b_{11} & a_{12} & a_{13} \\
b_{21} & a_{22} & a_{23} \\
b_{31} & a_{32} & a_{33}
\end{array}\right|-b_{1} b_{2} b_{3}\left|\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right| .
\end{aligned}
$$

1.26. It is easy to verify the following identities for the determinants of matrices of order $n+1$ :

$$
\begin{aligned}
& \left|\begin{array}{cccc}
s_{1}-a_{11} & \ldots & s_{1}-a_{1 n} & 0 \\
\vdots & \ldots & \vdots & \vdots \\
s_{n}-a_{n 1} & \ldots & s_{n}-a_{n n} & 0 \\
-1 & \ldots & -1 & 1
\end{array}\right|=\left|\begin{array}{ccccc}
s_{1}-a_{11} & \ldots & s_{1}-a_{1 n} & (n-1) s_{1} \\
\vdots & \ldots & \vdots & \vdots \\
s_{n}-a_{n 1} & \ldots & s_{n}-a_{n n} & (n-1) s_{1} \\
-1 & \ldots & -1 & 1-n
\end{array}\right| \\
& =(n-1)\left|\begin{array}{ccccc}
s_{1}-a_{11} & \ldots & s_{1}-a_{1 n} & s_{1} \\
\vdots & \ldots & \vdots & \vdots \\
s_{n}-a_{n 1} & \ldots & s_{n}-a_{n n} & s_{n} \\
-1 & \ldots & -1 & -1
\end{array}\right|=(n-1)\left|\begin{array}{cccc}
-a_{11} & \ldots & -a_{1 n} & s_{1} \\
\vdots & \ldots & \vdots & \vdots \\
-a_{n 1} & \ldots & -a_{n n} & s_{n} \\
0 & \ldots & 0 & -1
\end{array}\right| .
\end{aligned}
$$

1.27. Since $\binom{p}{q}+\binom{p}{q-1}=\binom{p+1}{q}$, then by suitably adding columns of a matrix whose rows are of the form $\left(\binom{n}{m}\binom{n}{m-1} \ldots\binom{n}{m-k}\right)$ we can get a matrix whose rows are of the form $\left(\binom{n}{m}\binom{n+1}{m} \cdots\binom{n+1}{m-k+1}\right)$. And so on.
1.28. In the determinant $\Delta_{n}(k)$ subtract from the $(i+1)$ st row the $i$ th row for every $i=n-1, \ldots, 1$. As a result, we get $\Delta_{n}(k)=\Delta_{n-1}^{\prime}(k)$, where $\Delta_{m}^{\prime}(k)=\left|a_{i j}^{\prime}\right|_{0}^{m}$, $a_{i j}^{\prime}=\binom{k+i}{2 j+1}$. Since $\binom{k+i}{2 j+1}=\frac{k+i}{2 j+1}\binom{k-1+i}{2 j}$, it follows that

$$
\Delta_{n-1}^{\prime}(k)=\frac{k(k+1) \ldots(k+n-1)}{1 \cdot 3 \ldots(2 n-1)} \Delta_{n-1}(k-1)
$$

1.29. According to Problem 1.27 $D_{n}=D_{n}^{\prime}=\left|a_{i j}^{\prime}\right|_{0}^{n}$, where $a_{i j}^{\prime}=\binom{n+1+i}{2 j}$, i.e., in the notations of Problem 1.28 we get

$$
D_{n}=\Delta_{n}(n+1)=\frac{(n+1)(n+2) \ldots 2 n}{1 \cdot 3 \ldots(2 n-1)} \Delta_{n-1}(n)=2^{n} D_{n-1}
$$

since $(n+1)(n+2) \ldots 2 n=\frac{(2 n)!}{n!}$ and $1 \cdot 3 \ldots(2 n-1)=\frac{(2 n)!}{2 \cdot 4 \ldots 2 n}$.
1.30. Let us carry out the proof for $n=2$. By Problem $1.23\left|a_{i j}\right|_{0}^{2}=\left|a_{i j}^{\prime}\right|_{0}^{2}$, where $a_{i j}^{\prime}=(-1)^{i+j} a_{i j}$. Let us add to the last column of $\left\|a_{i j}^{\prime}\right\|_{0}^{2}$ its penultimate column and to the last row of the matrix obtained add its penultimate row. As a result we get the matrix

$$
\left(\begin{array}{ccc}
a_{0} & -a_{1} & -\Delta_{1} a_{1} \\
-a_{1} & a_{2} & \Delta_{1} a_{2} \\
-\Delta_{1} a_{1} & \Delta_{1} a_{2} & \Delta_{2} a_{2}
\end{array}\right),
$$

where $\Delta_{1} a_{k}=a_{k}-a_{k+1}, \Delta_{n+1} a_{k}=\Delta_{1}\left(\Delta_{n} a_{k}\right)$. Then let us add to the 2 nd row the 1 st one and to the 3 rd row the 2 nd row of the matrix obtained; let us perform the same operation with the columns of the matrix obtained. Finally, we get the matrix

$$
\left(\begin{array}{ccc}
a_{0} & \Delta_{1} a_{0} & \Delta_{2} a_{0} \\
\Delta_{1} a_{0} & \Delta_{2} a_{0} & \Delta_{3} a_{0} \\
\Delta_{2} a_{0} & \Delta_{3} a_{0} & \Delta_{4} a_{0}
\end{array}\right) .
$$

By induction on $k$ it is easy to verify that $b_{k}=\Delta_{k} a_{0}$. In the general case the proof is similar.
1.31. We can represent the matrices $A$ and $B$ in the form

$$
A=\left(\begin{array}{cc}
P & P X \\
Y P & Y P X
\end{array}\right) \text { and } B=\left(\begin{array}{cc}
W Q V & W Q \\
Q V & Q
\end{array}\right)
$$

where $P=A_{11}$ and $Q=B_{22}$. Therefore,

$$
\begin{aligned}
|A+B|=\left|\begin{array}{cc}
P+W Q V & P X+W Q \\
Y P+Q V & Y P X+Q
\end{array}\right|= & \left|\begin{array}{cc}
P & W Q \\
Y P & Q
\end{array}\right| \cdot\left|\begin{array}{cc}
I & X \\
V & I
\end{array}\right| \\
& =\frac{1}{|P| \cdot|Q|}\left|\begin{array}{cc}
P & W Q \\
Y P & Q
\end{array}\right|\left|\begin{array}{cc}
P & P X \\
Q V & Q
\end{array}\right| .
\end{aligned}
$$

1.32. Expanding the determinant of the matrix

$$
C=\left(\begin{array}{ccccccc}
0 & a_{12} & \ldots & a_{1 n} & b_{11} & \ldots & b_{1 n} \\
\vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots \\
0 & a_{n 2} & \ldots & a_{n n} & b_{n 1} & \ldots & b_{n n} \\
a_{11} & 0 & \ldots & 0 & b_{11} & \ldots & b_{1 n} \\
\vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots \\
a_{n 1} & 0 & \ldots & 0 & b_{n 1} & \ldots & b_{n n}
\end{array}\right)
$$

with respect to the first $n$ rows we obtain

$$
\begin{aligned}
|C|= & \sum_{k=1}^{n}(-1)^{\varepsilon_{k}}\left|\begin{array}{cccc}
a_{12} & \ldots & a_{1 n} & b_{1 k} \\
\vdots & \ldots & \vdots & \vdots \\
a_{n 2} & \ldots & a_{n n} & b_{n k}
\end{array}\right| \cdot\left|\begin{array}{cccccc}
a_{11} & b_{11} & \ldots & \widehat{b}_{1 k} & \ldots & b_{1 n} \\
\vdots & \vdots & \ldots & \vdots & \ldots & \vdots \\
a_{n 1} & b_{n 1} & \ldots & \widehat{b}_{n k} & \ldots & b_{n n}
\end{array}\right| \\
& =\sum_{k=1}^{n}(-1)^{\varepsilon_{k}+\alpha_{k}+\beta_{k}}\left|\begin{array}{cccc}
b_{1 k} & a_{12} & \ldots & a_{1 n} \\
\vdots & \vdots & \ldots & \vdots \\
b_{n k} & a_{n 2} & \ldots & a_{n n}
\end{array}\right| \cdot\left|\begin{array}{ccccc}
b_{11} & \ldots & a_{11} & \ldots & b_{1 n} \\
\vdots & \ldots & \vdots & \ldots & \vdots \\
b_{n 1} & \ldots & a_{n 1} & \ldots & b_{n n}
\end{array}\right|,
\end{aligned}
$$

where $\varepsilon_{k}=(1+2+\cdots+n)+(2+\cdots+n+(k+n)) \equiv k+n+1(\bmod 2), \alpha_{k}=n-1$ and $\beta_{k}=k-1$, i.e., $\varepsilon_{k}+\alpha_{k}+\beta_{k} \equiv 1(\bmod 2)$. On the other hand, subtracting from the $i$ th row of $C$ the $(i+n)$ th row for $i=1, \ldots, n$, we get $|C|=-|A| \cdot|B|$.
2.1. The coefficient of $\lambda_{i_{1}} \ldots \lambda_{i_{m}}$ in the determinant of $A+\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is equal to the minor obtained from $A$ by striking out the rows and columns with numbers $i_{1}, \ldots, i_{m}$.
2.2. Let us transpose the rows $\left(a_{i 1} \ldots a_{i n} x_{i}\right)$ and $\left(y_{1} \ldots y_{n} 0\right)$. In the determinant of the matrix obtained the coefficient of $x_{i} y_{j}$ is equal to $A_{i j}$.
2.3. Let $B=A^{T} A$. Then

$$
\begin{aligned}
B\binom{i_{1} \ldots i_{k}}{i_{1} \ldots i_{k}} & =\left|\begin{array}{ccc}
b_{i_{1} i_{1}} & \ldots & b_{i_{1} i_{k}} \\
\vdots & \ldots & \vdots \\
b_{i_{k} i_{1}} & \ldots & b_{i_{k} i_{k}}
\end{array}\right| \\
& =\operatorname{det}\left[\left(\begin{array}{ccc}
a_{i_{1} 1} & \ldots & a_{i_{1} n} \\
\vdots & \ldots & \vdots \\
a_{i_{k} 1} & \ldots & a_{i_{k} n}
\end{array}\right) \cdot\left(\begin{array}{ccc}
a_{i_{1} 1} & \ldots & a_{i_{k} 1} \\
\vdots & \ldots & \vdots \\
a_{i_{1} n} & \ldots & a_{i_{k} n}
\end{array}\right)\right]
\end{aligned}
$$

and it remains to make use of the Binet-Cauchy formula.
2.4. The coefficient of $u_{1}$ in the sum of determinants in the left-hand side is equal to $a_{11} A_{11}+\ldots a_{n 1} A_{n 1}=|A|$. For the coefficients of $u_{2}, \ldots, u_{n}$ the proof is similar.
2.5. Answer:

$$
\left(\begin{array}{ccc}
I & -A & A B-C \\
0 & I & -B \\
0 & 0 & I
\end{array}\right)
$$

2.6. If $i<j$ then deleting out the $i$ th row and the $j$ th column of the upper triangular matrix we get an upper triangular matrix with zeros on the diagonal at all places $i$ to $j-1$.
2.7. Consider the unit matrix of order $n-1$. Insert a column of zeros between its $(i-1)$ st and $i$ th columns and then insert a row of zeros between the $(j-1)$ st and $j$ th rows of the matrix obtained. The minor $M_{j i}$ of the matrix obtained is equal to 1 and all the other minors are equal to zero.
2.8. Since $x\left(y^{T} x\right) y^{T} I=x y^{T} I\left(y^{T} x\right)$, then

$$
\left(I-x y^{T}\right)\left(x y^{T}+I\left(1-y^{T} x\right)\right)=\left(1-y^{T} x\right) I
$$

Hence,

$$
\left(I-x y^{T}\right)^{-1}=x y^{T}\left(1-y^{T} x\right)^{-1}+I
$$

Besides, according to Problem 8.2

$$
\operatorname{det}\left(I-x y^{T}\right)=1-\operatorname{tr}\left(x y^{T}\right)=1-y^{T} x
$$

2.9. By definition $A_{i j}=(-1)^{i+j} \operatorname{det} B$, where $B$ is a matrix of order $n-1$. Since $A^{T}=-A$, then $A_{j i}=(-1)^{i+j} \operatorname{det}(-B)=(-1)^{n-1} A_{i j}$.
2.10. The answer depends on the parity of $n$. By Problem 1.3 we have $\left|A_{2 k}\right|=1$ and, therefore, adj $A_{2 k}=A_{2 k}^{-1}$. For $n=4$ it is easy to verify that

$$
\left(\begin{array}{cccc}
0 & 1 & 1 & 1 \\
-1 & 0 & 1 & 1 \\
-1 & -1 & 0 & 1 \\
-1 & -1 & -1 & 0
\end{array}\right) \cdot\left(\begin{array}{cccc}
0 & -1 & 1 & -1 \\
1 & 0 & -1 & 1 \\
-1 & 1 & 0 & -1 \\
1 & -1 & 1 & 0
\end{array}\right)=I
$$

A similar identity holds for any even $n$.
Now, let us compute adj $A_{2 k+1}$. Since $\left|A_{2 k}\right|=1$, then rank $A_{2 k+1}=2 k$. It is also clear that $A_{2 k+1} v=0$ if $v$ is the column $(1,-1,1,-1, \ldots)^{T}$. Hence, the columns
of the matrix $B=\operatorname{adj} A_{2 k+1}$ are of the form $\lambda v$. Besides, $b_{11}=\left|A_{2 k}\right|=1$ and, therefore, $B$ is a symmetric matrix (cf. Problem 2.9). Therefore,

$$
B=\left(\begin{array}{cccc}
1 & -1 & 1 & \ldots \\
-1 & 1 & -1 & \cdots \\
1 & -1 & 1 & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

2.11. a) Since $[\operatorname{adj}(A-\lambda I)](A-\lambda I)=|A-\lambda I| \cdot I$ is a scalar matrix, then

$$
\begin{aligned}
\left(\sum_{k=0}^{n-1} \lambda^{k} A_{k}\right)(A-\lambda I) & =\sum_{k=0}^{n-1} \lambda^{k} A_{k} A-\sum_{k=1}^{n} \lambda^{k} A_{k-1} \\
& =A_{0} A-\lambda^{n} A_{n-1}+\sum_{k=1}^{n-1} \lambda^{k}\left(A_{k} A-A_{k-1}\right)
\end{aligned}
$$

is also a scalar matrix.
b) $A_{n-1}= \pm I$. Besides, $A_{n-s-1}=\mu I-A_{n-s} A$.
2.12. Let $A=\left\|a_{i j}\right\|, A^{-1}=\left\|b_{i j}\right\|$ and $a_{i j}, b_{i j} \geq 0$. If $a_{i r}, a_{i s}>0$ then $\sum a_{i k} b_{k j}=0$ for $i \neq j$ and, therefore, $b_{r j}=b_{s j}=0$. In the $r$ th row of the matrix $B$ there is only one nonzero element, $b_{r i}$, and in the $s$ th row there is only one nonzero element, $b_{s i}$. Hence, the $r$ th and the $s$ th rows are proportional. Contradiction.

Therefore, every row and every column of the matrix $A$ has precisely one nonzero element.
2.13. $A^{-1}=\left\|b_{i j}\right\|$, where $b_{i j}=n^{-1} \varepsilon^{-i j}$.
2.14. Let $\sigma_{n-k}^{i}=\sigma_{n-k}\left(x_{1}, \ldots, \widehat{x}_{i}, \ldots, x_{n}\right)$. Making use of the result of Problem 1.15 it is easy to verify that $(\operatorname{adj} V)^{T}=\left\|b_{i j}\right\|_{1}^{n}$, where

$$
b_{i j}=(-1)^{i+j} \sigma_{n-j}^{i} V\left(x_{1}, \ldots, \widehat{x}_{i}, \ldots, x_{n}\right) .
$$

3.1. $\left|A+u^{T} v\right|=\left|\begin{array}{cc}A & -u^{T} \\ v & 1\end{array}\right|=|A|\left(1+v A^{-1} u^{T}\right)$.
3.2. $\left|\begin{array}{cc}I & A \\ A^{T} & I\end{array}\right|=\left|I-A^{T} A\right|=(-1)^{n}\left|A^{T} A-I\right|$. It remains to apply the results of Problem 2.1 (for $\lambda=-1$ ) and of Problem 2.4.

## LINEAR SPACES

The notion of a linear space appeared much later than the notion of determinant. Leibniz's share in the creation of this notion is considerable. He was not satisfied with the fact that the language of algebra only allowed one to describe various quantities of the then geometry, but not the positions of points and not the directions of straight lines. Leibniz began to consider sets of points $A_{1} \ldots A_{n}$ and assumed that $\left\{A_{1}, \ldots, A_{n}\right\}=\left\{X_{1}, \ldots, X_{n}\right\}$ whenever the lengths of the segments $A_{i} A_{j}$ and $X_{i} X_{j}$ are equal for all $i$ and $j$. He, certainly, used a somewhat different notation, namely, something like $A_{1} \ldots A_{n} \oslash X_{1} \ldots X_{n}$; he did not use indices, though.

In these terms the equation $A B$ ð $A Y$ determines the sphere of radius $A B$ and center $A$; the equation $A Y$ ð $B Y$ ð $C Y$ determines a straight line perpendicular to the plane $A B C$.

Though Leibniz did consider pairs of points, these pairs did not in any way correspond to vectors: only the lengths of segments counted, but not their directions and the pairs $A B$ and $B A$ were not distinguished.

These works of Leibniz were unpublished for more than 100 years after his death. They were published in 1833 and for the development of these ideas a prize was assigned. In 1845 Möbius informed Grassmann about this prize and in a year Grassmann presented his paper and collected the prize. Grassmann's book was published but nobody got interested in it.

An important step in moulding the notion of a "vector space" was the geometric representation of complex numbers. Calculations with complex numbers urgently required the justification of their usage and a sufficiently rigorous theory of them. Already in 17 th century John Wallis tried to represent the complex numbers geometrically, but he failed. During 1799-1831 six mathematicians independently published papers containing a geometric interpretation of the complex numbers. Of these, the most influential on mathematicians' thought was the paper by Gauss published in 1831. Gauss himself did not consider a geometric interpretation (which appealed to the Euclidean plane) as sufficiently convincing justification of the existence of complex numbers because, at that time, he already came to the development of nonEuclidean geometry.

The decisive step in the creation of the notion of an $n$-dimensional space was simultaneously made by two mathematicians - Hamilton and Grassmann. Their approaches were distinct in principle. Also distinct was the impact of their works on the development of mathematics. The works of Grassmann contained deep ideas with great influence on the development of algebra, algebraic geometry, and mathematical physics of the second half of our century. But his books were difficult to understand and the recognition of the importance of his ideas was far from immediate.

The development of linear algebra took mainly the road indicated by Hamilton.

## Sir William Rowan Hamilton (1805-1865)

The Irish mathematician and astronomer Sir William Rowan Hamilton, member of many an academy, was born in 1805 in Dublin. Since the age of three years old
he was raised by his uncle, a minister. By age 13 he had learned 13 languages and when 16 he read Laplace's Méchanique Céleste.

In 1823, Hamilton entered Trinity College in Dublin and when he graduated he was offered professorship in astronomy at the University of Dublin and he also became the Royal astronomer of Ireland. Hamilton gained much publicity for his theoretical prediction of two previously unknown phenomena in optics that soon afterwards were confirmed experimentally. In 1837 he became the President of the Irish Academy of Sciences and in the same year he published his papers in which complex numbers were introduced as pairs of real numbers.

This discovery was not valued much at first. All mathematicians except, perhaps, Gauss and Bolyai were quite satisfied with the geometric interpretation of complex numbers. Only when nonEuclidean geometry was sufficiently wide-spread did the mathematicians become interested in the interpretation of complex numbers as pairs of real ones.

Hamilton soon realized the possibilities offered by his discovery. In 1841 he started to consider sets $\left\{a_{1}, \ldots, a_{n}\right\}$, where the $a_{i}$ are real numbers. This is precisely the idea on which the most common approach to the notion of a linear space is based. Hamilton was most involved in the study of triples of real numbers: he wanted to get a three-dimensional analogue of complex numbers. His excitement was transferred to his children. As Hamilton used to recollect, when he would join them for breakfast they would cry: "'Well, Papa, can you multiply triplets?' Whereto I was always obliged to reply, with a sad shake of the head: 'No, I can only add and subtract them' ".

These frenzied studies were fruitful. On October 16, 1843, during a walk, Hamilton almost visualized the symbols $i, j, k$ and the relations $i^{2}=j^{2}=k^{2}=i j k=-1$. The elements of the algebra with unit generated by $i, j, k$ are called quaternions. For the last 25 years of his life Hamilton worked exclusively with quaternions and their applications in geometry, mechanics and astronomy. He abandoned his brilliant study in physics and studied, for example, how to raise a quaternion to a quaternion power. He published two books and more than 100 papers on quaternions. Working with quaternions, Hamilton gave the definitions of inner and vector products of vectors in three-dimensional space.

## Hermann Günther Grassmann (1809-1877)

The public side of Hermann Grassmann's life was far from being as brilliant as the life of Hamilton.

To the end of his life he was a gymnasium teacher in his native town Stettin. Several times he tried to get a university position but in vain. Hamilton, having read a book by Grassmann, called him the greatest German genius. Concerning the same book, 30 years after its publication the publisher wrote to Grassmann: "Your book Die Ausdehnungslehre has been out of print for some time. Since your work hardly sold at all, roughly 600 copies were used in 1864 as waste paper and the remaining few odd copies have now been sold out, with the exception of the one copy in our library".

Grassmann himself thought that his next book would enjoy even lesser success. Grassmann's ideas began to spread only towards the end of his life. By that time he lost his contacts with mathematicians and his interest in geometry. The last years of his life Grassmann was mainly working with Sanscrit. He made a translation of

Rig-Veda (more than 1,000 pages) and made a dictionary for it (about 2,000 pages). For this he was elected a member of the American Orientalists' Society. In modern studies of Rig-Veda, Grassmann's works is often cited. In 1955, the third edition of Grassmann's dictionary to Rig-Veda was issued.

Grassmann can be described as a self-taught person. Although he did graduate from the Berlin University, he only studied philology and theology there. His father was a teacher of mathematics in Stettin, but Grassmann read his books only as a student at the University; Grassmann said later that many of his ideas were borrowed from these books and that he only developed them further.

In 1832 Grassmann actually arrived at the vector form of the laws of mechanics; this considerably simplified various calculations. He noticed the commutativity and associativity of the addition of vectors and explicitly distinguished these properties. Later on, Grassmann expressed his theory in a quite general form for arbitrary systems with certain properties. This over-generality considerably hindered the understanding of his books; almost nobody could yet understand the importance of commutativity, associativity and the distributivity in algebra.

Grassmann defined the geometric product of two vectors as the parallelogram spanned by these vectors. He considered parallelograms of equal size parallel to one plane and of equal orientation equivalent. Later on, by analogy, he introduced the geometric product of $r$ vectors in $n$-dimensional space. He considered this product as a geometric object whose coordinates are minors of order $r$ of an $r \times n$ matrix consisting of coordinates of given vectors.

In Grassmann's works, the notion of a linear space with all its attributes was actually constructed. He gave a definition of a subspace and of linear dependence of vectors.

In 1840s, mathematicians were unprepared to come to grips with Grassmann's ideas. Grassmann sent his first book to Gauss. In reply he got a notice in which Gauss thanked him and wrote to the effect that he himself had studied similar things about half a century before and recently published something on this topic. Answering Grassmann's request to write a review of his book, Möbius informed Grassmann that being unable to understand the philosophical part of the book he could not read it completely. Later on, Möbius said that he knew only one mathematician who had read through the entirety of Grassmann's book. (This mathematician was Bretschneider.)

Having won the prize for developing Leibniz's ideas, Grassmann addressed the Minister of Culture with a request for a university position and his papers were sent to Kummer for a review. In the review, it was written that the papers lacked clarity. Grassmann's request was turned down.

In the 1860s and 1870s various mathematicians came, by their own ways, to ideas similar to Grassmann's ideas. His works got high appreciation by Cremona, Hankel, Clebsh and Klein, but Grassmann himself was not interested in mathematics any more.

## 5. The dual space. The orthogonal complement

Warning. While reading this section the reader should keep in mind that here, as well as throughout the whole book, we consider finite dimensional spaces only. For infinite dimensional spaces the majority of the statements of this section are false.
5.1. To a linear space $V$ over a field $K$ we can assign a linear space $V^{*}$ whose elements are linear functions on $V$, i.e., the maps $f: V \longrightarrow K$ such that

$$
f\left(\lambda_{1} v_{1}+\lambda_{2} v_{2}\right)=\lambda_{1} f\left(v_{1}\right)+\lambda_{2} f\left(v_{2}\right) \text { for any } \lambda_{1}, \lambda_{2} \in K \text { and } v_{1}, v_{2} \in V
$$

The space $V^{*}$ is called the dual to $V$.
To a basis $e_{1}, \ldots, e_{n}$ of $V$ we can assign a basis $e_{1}^{*}, \ldots, e_{n}^{*}$ of $V^{*}$ setting $e_{i}^{*}\left(e_{j}\right)=$ $\delta_{i j}$. Any element $f \in V^{*}$ can be represented in the form $f=\sum f\left(e_{i}\right) e_{i}^{*}$. The linear independence of the vectors $e_{i}^{*}$ follows from the identity $\left(\sum \lambda_{i} e_{i}^{*}\right)\left(e_{j}\right)=\lambda_{j}$.

Thus, if a basis $e_{1}, \ldots e_{n}$ of $V$ is fixed we can construct an isomorphism $g: V \longrightarrow$ $V^{*}$ setting $g\left(e_{i}\right)=e_{i}^{*}$. Selecting another basis in $V$ we get another isomorphism (see 5.3), i.e., the isomorphism constructed is not a canonical one.

We can, however, construct a canonical isomorphism between $V$ and $\left(V^{*}\right)^{*}$ assigning to every $v \in V$ an element $v^{\prime} \in\left(V^{*}\right)^{*}$ such that $v^{\prime}(f)=f(v)$ for any $f \in V^{*}$.

Remark. The elements of $V^{*}$ are sometimes called the covectors of $V$. Besides, the elements of $V$ are sometimes called contravariant vectors whereas the elements of $V^{*}$ are called covariant vectors.
5.2. To a linear operator $A: V_{1} \longrightarrow V_{2}$ we can assign the adjoint operator $A^{*}: V_{2}^{*} \longrightarrow V_{1}^{*}$ setting $\left(A^{*} f_{2}\right)\left(v_{1}\right)=f_{2}\left(A v_{1}\right)$ for any $f_{2} \in V_{2}^{*}$ and $v_{1} \in V_{1}$.

It is more convenient to denote $f(v)$, where $v \in V$ and $f \in V^{*}$, in a more symmetric way: $\langle f, v\rangle$. The definition of $A^{*}$ in this notation can be rewritten as follows

$$
\left\langle A^{*} f_{2}, v_{1}\right\rangle=\left\langle f_{2}, A v_{1}\right\rangle
$$

If a basis ${ }^{2}\left\{e_{\alpha}\right\}$ is selected in $V_{1}$ and a basis $\left\{\varepsilon_{\beta}\right\}$ is selected in $V_{2}$ then to the operator $A$ we can assign the matrix $\left\|a_{i j}\right\|$, where $A e_{j}=\sum_{i} a_{i j} \varepsilon_{i}$. Similarly, to the operator $A^{*}$ we can assign the matrix $\left\|a_{i j}^{*}\right\|$ with respect to bases $\left\{e_{\alpha}^{*}\right\}$ and $\left\{\varepsilon_{\beta}^{*}\right\}$. Let us prove that $\left\|a_{i j}^{*}\right\|=\left\|a_{i j}\right\|^{T}$. Indeed, on the one hand,

$$
\left\langle\varepsilon_{k}^{*}, A e_{j}\right\rangle=\sum_{i} a_{i j}\left\langle\varepsilon_{k}^{*}, \varepsilon_{i}\right\rangle=a_{k j} .
$$

On the other hand

$$
\left\langle\varepsilon_{k}^{*}, A e_{j}\right\rangle=\left\langle A^{*} \varepsilon_{k}^{*}, e_{j}\right\rangle=\sum_{p} a_{p k}^{*}\left\langle\varepsilon_{p}^{*}, e_{j}\right\rangle=a_{j k}^{*} .
$$

Hence, $a_{j k}^{*}=a_{k j}$.
5.3. Let $\left\{e_{\alpha}\right\}$ and $\left\{\varepsilon_{\beta}\right\}$ be two bases such that $\varepsilon_{j}=\sum a_{i j} e_{i}$ and $\varepsilon_{p}^{*}=\sum b_{q p} e_{q}^{*}$. Then

$$
\delta_{p j}=\varepsilon_{p}^{*}\left(\varepsilon_{j}\right)=\sum a_{i j} \varepsilon_{p}^{*}\left(e_{i}\right)=\sum a_{i j} b_{q p} \delta_{q i}=\sum a_{i j} b_{i p}, \text { i.e., } A B^{T}=I .
$$

The maps $f, g: V \longrightarrow V^{*}$ constructed from bases $\left\{e_{\alpha}\right\}$ and $\left\{\varepsilon_{\beta}\right\}$ coincide if $f\left(\varepsilon_{j}\right)=g\left(\varepsilon_{j}\right)$ for all $j$, i.e., $\sum a_{i j} e_{i}^{*}=\sum b_{i j} e_{i}^{*}$ and, therefore $A=B=\left(A^{T}\right)^{-1}$.

[^1]In other words, the bases $\left\{e_{\alpha}\right\}$ and $\left\{\varepsilon_{\beta}\right\}$ induce the same isomorphism $V \longrightarrow V^{*}$ if and only if the matrix $A$ of the passage from one basis to another is an orthogonal one.

Notice that the inner product enables one to distinguish the set of orthonormal bases and, therefore, it enables one to construct a canonical isomorphism $V \longrightarrow V^{*}$. Under this isomorphism to a vector $v \in V$ we assign the linear function $v^{*}$ such that $v^{*}(x)=(v, x)$.
5.4. Consider a system of linear equations

$$
\left\{\begin{array}{c}
f_{1}(x)=b_{1}  \tag{1}\\
\ldots \ldots \ldots \ldots \\
f_{m}(x)=b_{m}
\end{array}\right.
$$

We may assume that the covectors $f_{1}, \ldots, f_{k}$ are linearly independent and $f_{i}=$ $\sum_{j=1}^{k} \lambda_{i j} f_{j}$ for $i>k$. If $x_{0}$ is a solution of (1) then $f_{i}\left(x_{0}\right)=\sum_{j=1}^{k} \lambda_{i j} f_{j}\left(x_{0}\right)$ for $i>k$, i.e.,

$$
\begin{equation*}
b_{i}=\sum_{j=1}^{k} \lambda_{i j} b_{j} \text { for } i>k \tag{2}
\end{equation*}
$$

Let us prove that if conditions (2) are verified then the system (1) is consistent. Let us complement the set of covectors $f_{1}, \ldots, f_{k}$ to a basis and consider the dual basis $e_{1}, \ldots, e_{n}$. For a solution we can take $x_{0}=b_{1} e_{1}+\cdots+b_{k} e_{k}$. The general solution of the system (1) is of the form $x_{0}+t_{1} e_{k+1}+\cdots+t_{n-k} e_{n}$ where $t_{1}, \ldots, t_{n-k}$ are arbitrary numbers.
5.4.1. Theorem. If the system (1) is consistent, then it has a solution $x=$ $\left(x_{1}, \ldots, x_{n}\right)$, where $x_{i}=\sum_{j=1}^{k} c_{i j} b_{j}$ and the numbers $c_{i j}$ do not depend on the $b_{j}$.

To prove it, it suffices to consider the coordinates of the vector $x_{0}=b_{1} e_{1}+\cdots+$ $b_{k} e_{k}$ with respect to the initial basis.
5.4.2. Theorem. If $f_{i}(x)=\sum_{j=1}^{n} a_{i j} x_{j}$, where $a_{i j} \in \mathbb{Q}$ and the covectors $f_{1}, \ldots, f_{m}$ constitute a basis (in particular it follows that $m=n$ ), then the system (1) has a solution $x_{i}=\sum_{j=1}^{n} c_{i j} b_{j}$, where the numbers $c_{i j}$ are rational and do not depend on $b_{j}$; this solution is unique.

Proof. Since $A x=b$, where $A=\left\|a_{i j}\right\|$, then $x=A^{-1} b$. If the elements of $A$ are rational numbers, then the elements of $A^{-1}$ are also rational ones.

The results of 5.4.1 and 5.4.2 have a somewhat unexpected application.
5.4.3. Theorem. If a rectangle with sides $a$ and $b$ is arbitrarily cut into squares with sides $x_{1}, \ldots, x_{n}$ then $\frac{x_{i}}{a} \in \mathbb{Q}$ and $\frac{x_{i}}{b} \in \mathbb{Q}$ for all $i$.

Proof. Figure 1 illustrates the following system of equations:

$$
\begin{align*}
& x_{1}+x_{2}=a \\
& x_{3}+x_{2}=a \\
& x_{4}+x_{2}=a  \tag{3}\\
& x_{4}+x_{5}+x_{6}=a \\
& x_{1}+x_{3}+x_{4}+x_{7}=b \\
& x_{2}+x_{5}+x_{7}=b \\
& x_{2}+x_{6}=b \text {. } \\
& x_{6}+x_{7}=a
\end{align*}
$$

## Figure 1

A similar system of equations can be written for any other partition of a rectangle into squares. Notice also that if the system corresponding to a partition has another solution consisting of positive numbers, then to this solution a partition of the rectangle into squares can also be assigned, and for any partition we have the equality of areas $x_{1}^{2}+\ldots x_{n}^{2}=a b$.

First, suppose that system (3) has a unique solution. Then

$$
x_{i}=\lambda_{i} a+\mu_{i} b \text { and } \lambda_{i}, \mu_{i} \in \mathbb{Q} .
$$

Substituting these values into all equations of system (3) we get identities of the form $p_{j} a+q_{j} b=0$, where $p_{j}, q_{j} \in \mathbb{Q}$. If $p_{j}=q_{j}=0$ for all $j$ then system (3) is consistent for all $a$ and $b$. Therefore, for any sufficiently small variation of the numbers $a$ and $b$ system (3) has a positive solution $x_{i}=\lambda_{i} a+\mu_{i} b$; therefore, there exists the corresponding partition of the rectangle. Hence, for all $a$ and $b$ from certain intervals we have

$$
\left(\sum \lambda_{i}^{2}\right) a^{2}+2\left(\sum \lambda_{i} \mu_{i}\right) a b+\left(\sum \mu_{i}^{2}\right) b^{2}=a b .
$$

Thus, $\sum \lambda_{i}^{2}=\sum \mu_{i}^{2}=0$ and, therefore, $\lambda_{i}=\mu_{i}=0$ for all $i$. We got a contradiction; hence, in one of the identities $p_{j} a+q_{j} b=0$ one of the numbers $p_{j}$ and $q_{j}$ is nonzero. Thus, $b=r a$, where $r \in \mathbb{Q}$, and $x_{i}=\left(\lambda_{i}+r \mu_{i}\right) a$, where $\lambda_{i}+r \mu_{i} \in \mathbb{Q}$.

Now, let us prove that the dimension of the space of solutions of system (3) cannot be greater than zero. The solutions of (3) are of the form

$$
x_{i}=\lambda_{i} a+\mu_{i} b+\alpha_{1 i} t_{1}+\cdots+\alpha_{k i} t_{k},
$$

where $t_{1}, \ldots, t_{k}$ can take arbitrary values. Therefore, the identity

$$
\begin{equation*}
\sum\left(\lambda_{i} a+\mu_{i} b+\alpha_{1 i} t_{1}+\cdots+\alpha_{k i} t_{k}\right)^{2}=a b \tag{4}
\end{equation*}
$$

should be true for all $t_{1}, \ldots, t_{k}$ from certain intervals. The left-hand side of (4) is a quadratic function of $t_{1}, \ldots, t_{k}$. This function is of the form $\sum \alpha_{p i}^{2} t_{p}^{2}+\ldots$, and, therefore, it cannot be a constant for all small changes of the numbers $t_{1}, \ldots, t_{k}$.
5.5. As we have already noted, there is no canonical isomorphism between $V$ and $V^{*}$. There is, however, a canonical one-to-one correspondence between the set
of $k$-dimensional subspaces of $V$ and the set of $(n-k)$-dimensional subspaces of $V^{*}$. To a subspace $W \subset V$ we can assign the set

$$
W^{\perp}=\left\{f \in V^{*} \mid\langle f, w\rangle=0 \quad \text { for any } w \in W\right\}
$$

This set is called the annihilator or orthogonal complement of the subspace $W$. The annihilator is a subspace of $V^{*}$ and $\operatorname{dim} W+\operatorname{dim} W^{\perp}=\operatorname{dim} V$ because if $e_{1}, \ldots, e_{n}$ is a basis for $V$ such that $e_{1}, \ldots, e_{k}$ is a basis for $W$ then $e_{k+1}^{*}, \ldots, e_{n}^{*}$ is a basis for $W^{\perp}$.

The following properties of the orthogonal complement are easily verified:
a) if $W_{1} \subset W_{2}$, then $W_{2}^{\perp} \subset W_{1}^{\perp}$;
b) $\left(W^{\perp}\right)^{\perp}=W$;
c) $\left(W_{1}+W_{2}\right)^{\perp}=W_{1}^{\perp} \cap W_{2}^{\perp}$ and $\left(W_{1} \cap W_{2}\right)^{\perp}=W_{1}^{\perp}+W_{2}^{\perp}$;
d) if $V=W_{1} \oplus W_{2}$, then $V^{*}=W_{1}^{\perp} \oplus W_{2}^{\perp}$.

The subspace $W^{\perp}$ is invariantly defined and therefore, the linear span of vectors $e_{k+1}^{*}, \ldots, e_{n}^{*}$ does not depend on the choice of a basis in $V$, and only depends on the subspace $W$ itself. Contrarywise, the linear span of the vectors $e_{1}^{*}, \ldots, e_{k}^{*}$ does depend on the choice of the basis $e_{1}, \ldots, e_{n}$; it can be any $k$-dimensional subspace of $V^{*}$ whose intersection with $W^{\perp}$ is 0 . Indeed, let $W_{1}$ be a $k$-dimensional subspace of $V^{*}$ and $W_{1} \cap W^{\perp}=0$. Then $\left(W_{1}\right)^{\perp}$ is an $(n-k)$-dimensional subspace of $V$ whose intersection with $W$ is 0 . Let $e_{k+1}, \ldots, e_{k}$ be a basis of $\left(W_{1}\right)^{\perp}$. Let us complement it with the help of a basis of $W$ to a basis $e_{1}, \ldots, e_{n}$. Then $e_{1}^{*}, \ldots, e_{k}^{*}$ is a basis of $W_{1}$.

Theorem. If $A: V \longrightarrow V$ is a linear operator and $A W \subset W$ then $A^{*} W^{\perp} \subset$ $W^{\perp}$.

Proof. Let $x \in W$ and $f \in W^{\perp}$. Then $\left\langle A^{*} f, x\right\rangle=\langle f, A x\rangle=0$ since $A x \in W$. Therefore, $A^{*} f \in W^{\perp}$.
5.6. In the space of real matrices of size $m \times n$ we can introduce a natural inner product. This inner product can be expressed in the form

$$
\operatorname{tr}\left(X Y^{T}\right)=\sum_{i, j} x_{i j} y_{i j} .
$$

Theorem. Let $A$ be a matrix of size $m \times n$. If for every matrix $X$ of size $n \times m$ we have $\operatorname{tr}(A X)=0$, then $A=0$.

Proof. If $A \neq 0$ then $\operatorname{tr}\left(A A^{T}\right)=\sum_{i, j} a_{i j}^{2}>0$.

## Problems

5.1. A matrix $A$ of order $n$ is such that for any traceless matrix $X$ (i.e., $\operatorname{tr} X=0$ ) of order $n$ we have $\operatorname{tr}(A X)=0$. Prove that $A=\lambda I$.
5.2. Let $A$ and $B$ be matrices of size $m \times n$ and $k \times n$, respectively, such that if $A X=0$ for a certain column $X$, then $B X=0$. Prove that $B=C A$, where $C$ is a matrix of size $k \times m$.
5.3. All coordinates of a vector $v \in R^{n}$ are nonzero. Prove that the orthogonal complement of $v$ contains vectors from all orthants except the orthants which contain $v$ and $-v$.
5.4. Let an isomorphism $V \longrightarrow V^{*}\left(x \mapsto x^{*}\right)$ be such that the conditions $x^{*}(y)=$ 0 and $y^{*}(x)=0$ are equivalent. Prove that $x^{*}(y)=B(x, y)$, where $B$ is either a symmetric or a skew-symmetric bilinear function.

## 6. The kernel (null space) and the image (range) of an operator. The quotient space

6.1. For a linear map $A: V \longrightarrow W$ we can consider two sets:

Ker $A=\{v \in V \mid A v=0\}$ - the kernel (or the null space) of the map;
$\operatorname{Im} A=\{w \in W \mid$ there exists $v \in V$ such that $A v=w\}$ - the image (or range) of the map.

It is easy to verify that $\operatorname{Ker} A$ is a linear subspace in $V$ and $\operatorname{Im} A$ is a linear subspace in $W$. Let $e_{1}, \ldots, e_{k}$ be a basis of $\operatorname{Ker} A$ and $e_{1}, \ldots, e_{k}, e_{k+1}, \ldots, e_{n}$ an extension of this basis to a basis of $V$. Then $A e_{k+1}, \ldots, A e_{n}$ is a basis of $\operatorname{Im} A$ and, therefore,

$$
\operatorname{dim} \operatorname{Ker} A+\operatorname{dim} \operatorname{Im} A=\operatorname{dim} V .
$$

Select bases in $V$ and $W$ and consider the matrix of $A$ with respect to these bases. The space $\operatorname{Im} A$ is spanned by the columns of $A$ and, therefore, $\operatorname{dim} \operatorname{Im} A=\operatorname{rank} A$. In particular, it is clear that the rank of the matrix of $A$ does not depend on the choice of bases, i.e., the rank of an operator is well-defined.

Given maps $A: U \longrightarrow V$ and $B: V \longrightarrow W$, it is possible that $\operatorname{Im} A$ and $\operatorname{Ker} B$ have a nonzero intersection. The dimension of this intersection can be computed from the following formula.

## Theorem.

$$
\operatorname{dim}(\operatorname{Im} A \cap \operatorname{Ker} B)=\operatorname{dim} \operatorname{Im} A-\operatorname{dim} \operatorname{Im} B A=\operatorname{dim} \operatorname{Ker} B A-\operatorname{dim} \operatorname{Ker} A .
$$

Proof. Let $C$ be the restriction of $B$ to $\operatorname{Im} A$. Then

$$
\operatorname{dim} \operatorname{Ker} C+\operatorname{dim} \operatorname{Im} C=\operatorname{dim} \operatorname{Im} A,
$$

i.e.,

$$
\operatorname{dim}(\operatorname{Im} A \cap \operatorname{Ker} B)+\operatorname{dim} \operatorname{Im} B A=\operatorname{dim} \operatorname{Im} A .
$$

To prove the second identity it suffices to notice that

$$
\operatorname{dim} \operatorname{Im} B A=\operatorname{dim} V-\operatorname{dim} \operatorname{Ker} B A
$$

and

$$
\operatorname{dim} \operatorname{Im} A=\operatorname{dim} V-\operatorname{dim} \operatorname{Ker} A
$$

6.2. The kernel and the image of $A$ and of the adjoint operator $A^{*}$ are related as follows.
6.2.1. Theorem. $\operatorname{Ker} A^{*}=(\operatorname{Im} A)^{\perp}$ and $\operatorname{Im} A^{*}=(\operatorname{Ker} A)^{\perp}$.

Proof. The equality $A^{*} f=0$ means that $f(A x)=A^{*} f(x)=0$ for any $x \in V$, i.e., $f \in(\operatorname{Im} A)^{\perp}$. Therefore, $\operatorname{Ker} A^{*}=(\operatorname{Im} A)^{\perp}$ and since $\left(A^{*}\right)^{*}=A$, then $\operatorname{Ker} A=$ $\left(\operatorname{Im} A^{*}\right)^{\perp}$. Hence, $(\operatorname{Ker} A)^{\perp}=\left(\left(\operatorname{Im} A^{*}\right)^{\perp}\right)^{\perp}=\operatorname{Im} A^{*}$.

Corollary. $\operatorname{rank} A=\operatorname{rank} A^{*}$.
Proof. $\operatorname{rank} A^{*}=\operatorname{dim} \operatorname{Im} A^{*}=\operatorname{dim}(\operatorname{Ker} A)^{\perp}=\operatorname{dim} V-\operatorname{dim} \operatorname{Ker} A=\operatorname{dim} \operatorname{Im} A=$ $\operatorname{rank} A$.

Remark. If $V$ is a space with an inner product, then $V^{*}$ can be identified with $V$ and then

$$
V=\operatorname{Im} A \oplus(\operatorname{Im} A)^{\perp}=\operatorname{Im} A \oplus \operatorname{Ker} A^{*}
$$

Similarly, $V=\operatorname{Im} A^{*} \oplus \operatorname{Ker} A$.
6.2.2. Theorem (The Fredholm alternative). Let $A: V \longrightarrow V$ be a linear operator. Consider the four equations
(1) $A x=y \quad$ for $x, y \in V$,
(3) $A x=0$,
(2) $A^{*} f=g \quad$ for $f, g \in V^{*}$,
(4) $A^{*} f=0$.

Then either equations (1) and (2) are solvable for any right-hand side and in this case the solution is unique, or equations (3) and (4) have the same number of linearly independent solutions $x_{1}, \ldots, x_{k}$ and $f_{1}, \ldots, f_{k}$ and in this case the equation (1) (resp. (2)) is solvable if and only if $f_{1}(y)=\cdots=f_{k}(y)=0$ (resp. $\left.g\left(x_{1}\right)=\cdots=g\left(x_{k}\right)=0\right)$.

Proof. Let us show that the Fredholm alternative is essentially a reformulation of Theorem 6.2.1. Solvability of equations (1) and (2) for any right-hand sides means that $\operatorname{Im} A=V$ and $\operatorname{Im} A^{*}=V$, i.e., $\left(\operatorname{Ker} A^{*}\right)^{\perp}=V$ and $(\operatorname{Ker} A)^{\perp}=V$ and, therefore, $\operatorname{Ker} A^{*}=0$ and $\operatorname{Ker} A=0$. These identities are equivalent since $\operatorname{rank} A=\operatorname{rank} A^{*}$.

If $\operatorname{Ker} A \neq 0$ then $\operatorname{dim} \operatorname{Ker} A^{*}=\operatorname{dim} \operatorname{Ker} A$ and $y \in \operatorname{Im} A$ if and only if $y \in$ $\left(\operatorname{Ker} A^{*}\right)^{\perp}$, i.e., $f_{1}(y)=\cdots=f_{k}(y)=0$. Similarly, $g \in \operatorname{Im} A^{*}$ if and only if $g\left(x_{1}\right)=\cdots=g\left(x_{k}\right)=0$.
6.3. The image of a linear map $A$ is connected with the solvability of the linear equation

$$
\begin{equation*}
A x=b \tag{1}
\end{equation*}
$$

This equation is solvable if and only if $b \in \operatorname{Im} A$. In case the map is given by a matrix there is a simple criterion for solvability of (1).
6.3.1. Theorem (Kronecker-Capelli). Let $A$ be a matrix, and let $x$ and $b$ be columns such that (1) makes sense. Equation (1) is solvable if and only if $\operatorname{rank} A=$ $\operatorname{rank}(A, b)$, where $(A, b)$ is the matrix obtained from $A$ by augmenting it with $b$.

Proof. Let $A_{1}, \ldots, A_{n}$ be the columns of $A$. The equation (1) can be rewritten in the form $x_{1} A_{1}+\cdots+x_{n} A_{n}=b$. This equation means that the column $b$ is a linear combination of the columns $A_{1}, \ldots, A_{n}$, i.e., $\operatorname{rank} A=\operatorname{rank}(A, b)$.

A linear equation can be of a more complicated form. Let us consider for example the matrix equation

$$
\begin{equation*}
C=A X B . \tag{2}
\end{equation*}
$$

First of all, let us reduce this equation to a simpler form.
6.3.2. Theorem. Let $a=\operatorname{rank} A$. Then there exist invertible matrices $L$ and $R$ such that $L A R=I_{a}$, where $I_{a}$ is the unit matrix of order a enlarged with the help of zeros to make its size same as that of $A$.

Proof. Let us consider the map $A: V^{n} \longrightarrow V^{m}$ corresponding to the matrix $A$ taken with respect to bases $e_{1}, \ldots, e_{n}$ and $\varepsilon_{1}, \ldots, \varepsilon_{m}$ in the spaces $V^{n}$ and $V^{m}$, respectively. Let $y_{a+1}, \ldots, y_{n}$ be a basis of $\operatorname{Ker} A$ and let vectors $y_{1}, \ldots, y_{a}$ complement this basis to a basis of $V^{n}$. Define a map $R: V^{n} \longrightarrow V^{n}$ setting $R\left(e_{i}\right)=y_{i}$. Then $A R\left(e_{i}\right)=A y_{i}$ for $i \leq a$ and $A R\left(e_{i}\right)=0$ for $i>a$. The vectors $x_{1}=A y_{1}$, $\ldots, x_{a}=A y_{a}$ form a basis of $\operatorname{Im} A$. Let us complement them by vectors $x_{a+1}, \ldots$, $x_{m}$ to a basis of $V^{m}$. Define a map $L: V^{m} \longrightarrow V^{m}$ by the formula $L x_{i}=\varepsilon_{i}$. Then

$$
\operatorname{LAR}\left(e_{i}\right)=\left\{\begin{aligned}
\varepsilon_{i} & \text { for } 1 \leq i \leq a \\
0 & \text { for } i>a
\end{aligned}\right.
$$

Therefore, the matrices of the operators $L$ and $R$ with respect to the bases $e$ and $\varepsilon$, respectively, are the required ones.
6.3.3. ThEOREM. Equation (2) is solvable if and only if one of the following equivalent conditions holds
a) there exist matrices $Y$ and $Z$ such that $C=A Y$ and $C=Z B$;
b) $\operatorname{rank} A=\operatorname{rank}(A, C)$ and $\operatorname{rank} B=\operatorname{rank}\binom{B}{C}$, where the matrix $(A, C)$ is formed from the columns of the matrices $A$ and $C$ and the matrix $\binom{B}{C}$ is formed from the rows of the matrices $B$ and $C$.

Proof. The equivalence of a ) and b ) is proved along the same lines as Theorem 6.3.1. It is also clear that if $C=A X B$ then we can set $Y=X B$ and $Z=A X$. Now, suppose that $C=A Y$ and $C=Z B$. Making use of Theorem 6.3.2, we can rewrite (2) in the form

$$
D=I_{a} W I_{b}, \text { where } D=L_{A} C R_{B} \text { and } W=R_{A}^{-1} X L_{B}^{-1}
$$

Conditions $C=A Y$ and $C=Z B$ take the form $D=I_{a}\left(R_{A}^{-1} Y R_{B}\right)$ and $D=$ $\left(L_{A} Z L_{B}^{-1}\right) I_{b}$, respectively. The first identity implies that the last $n-a$ rows of $D$ are zero and the second identity implies that the last $m-b$ columns of $D$ are zero. Therefore, for $W$ we can take the matrix $D$.
6.4. If $W$ is a subspace in $V$ then $V$ can be stratified into subsets

$$
M_{v}=\{x \in V \mid x-v \in W\}
$$

It is easy to verify that $M_{v}=M_{v^{\prime}}$ if and only if $v-v^{\prime} \in W$. On the set

$$
V / W=\left\{M_{v} \mid v \in V\right\}
$$

we can introduce a linear space structure setting $\lambda M_{v}=M_{\lambda v}$ and $M_{v}+M_{v^{\prime}}=$ $M_{v+v^{\prime}}$. It is easy to verify that $M_{\lambda v}$ and $M_{v+v^{\prime}}$ do not depend on the choice of $v$ and $v^{\prime}$ and only depend on the sets $M_{v}$ and $M_{v^{\prime}}$ themselves. The space $V / W$ is called the quotient space of $V$ with respect to (or modulo) $W$; it is convenient to denote the class $M_{v}$ by $v+W$.

The map $p: V \longrightarrow V / W$, where $p(v)=M_{v}$, is called the canonical projection. Clearly, $\operatorname{Ker} p=W$ and $\operatorname{Im} p=V / W$. If $e_{1}, \ldots, e_{k}$ is a basis of $W$ and $e_{1}, \ldots, e_{k}$, $e_{k+1}, \ldots, e_{n}$ is a basis of $V$ then $p\left(e_{1}\right)=\cdots=p\left(e_{k}\right)=0$ whereas $p\left(e_{k+1}\right), \ldots$, $p\left(e_{n}\right)$ is a basis of $V / W$. Therefore, $\operatorname{dim}(V / W)=\operatorname{dim} V-\operatorname{dim} W$.

Theorem. The following canonical isomorphisms hold:
a) $(U / W) /(V / W) \cong U / V$ if $W \subset V \subset U$;
b) $V / V \cap W \cong(V+W) / W$ if $V, W \subset U$.

Proof. a) Let $u_{1}, u_{2} \in U$. The classes $u_{1}+W$ and $u_{2}+W$ determine the same class modulo $V / W$ if and only if $\left[\left(u_{1}+W\right)-\left(u_{2}+W\right)\right] \in V$, i.e., $u_{1}-u_{2} \in V+W=V$, and, therefore, the elements $u_{1}$ and $u_{2}$ determine the same class modulo $V$.
b) The elements $v_{1}, v_{2} \in V$ determine the same class modulo $V \cap W$ if and only if $v_{1}-v_{2} \in W$, hence the classes $v_{1}+W$ and $v_{2}+W$ coincide.

## Problem

6.1. Let $A$ be a linear operator. Prove that

$$
\operatorname{dim} \operatorname{Ker} A^{n+1}=\operatorname{dim} \operatorname{Ker} A+\sum_{k=1}^{n} \operatorname{dim}\left(\operatorname{Im} A^{k} \cap \operatorname{Ker} A\right)
$$

and

$$
\operatorname{dim} \operatorname{Im} A=\operatorname{dim} \operatorname{Im} A^{n+1}+\sum_{k=1}^{n} \operatorname{dim}\left(\operatorname{Im} A^{k} \cap \operatorname{Ker} A\right)
$$

## 7. Bases of a vector space. Linear independence

7.1. In spaces $V$ and $W$, let there be given bases $e_{1}, \ldots, e_{n}$ and $\varepsilon_{1}, \ldots, \varepsilon_{m}$. Then to a linear map $f: V \longrightarrow W$ we can assign a matrix $A=\left\|a_{i j}\right\|$ such that $f e_{j}=\sum a_{i j} \varepsilon_{i}$, i.e.,

$$
f\left(\sum x_{j} e_{j}\right)=\sum a_{i j} x_{j} \varepsilon_{i}
$$

Let $x$ be a column $\left(x_{1}, \ldots, x_{n}\right)^{T}$, and let $e$ and $\varepsilon$ be the rows $\left(e_{1}, \ldots, e_{n}\right)$ and $\left(\varepsilon_{1}, \ldots, \varepsilon_{m}\right)$. Then $f(e x)=\varepsilon A x$. In what follows a map and the corresponding matrix will be often denoted by the same letter.

How does the matrix of a map vary under a change of bases? Let $e^{\prime}=e P$ and $\varepsilon^{\prime}=\varepsilon Q$ be other bases. Then

$$
f\left(e^{\prime} x\right)=f(e P x)=\varepsilon A P x=\varepsilon^{\prime} Q^{-1} A P x,
$$

i.e.,

$$
A^{\prime}=Q^{-1} A P
$$

is the matrix of $f$ with respect to $e^{\prime}$ and $\varepsilon^{\prime}$. The most important case is that when $V=W$ and $P=Q$, in which case

$$
A^{\prime}=P^{-1} A P
$$

Theorem. For a linear operator $A$ the polynomial

$$
|\lambda I-A|=\lambda^{n}+a_{n-1} \lambda^{n-1}+\cdots+a_{0}
$$

does not depend on the choice of a basis.
Proof. $\left|\lambda I-P^{-1} A P\right|=\left|P^{-1}(\lambda I-A) P\right|=|P|^{-1}|P| \cdot|\lambda I-A|=|\lambda I-A|$.
The polynomial

$$
p(\lambda)=|\lambda I-A|=\lambda^{n}+a_{n-1} \lambda^{n-1}+\cdots+a_{0}
$$

is called the characteristic polynomial of the operator $A$, its roots are called the eigenvalues of $A$. Clearly, $|A|=(-1)^{n} a_{0}$ and $\operatorname{tr} A=-a_{n-1}$ are invariants of $A$.
7.2. The majority of general statements on bases are quite obvious. There are, however, several not so transparent theorems on a possibility of getting a basis by sorting vectors of two systems of linearly independent vectors. Here is one of such theorems.

Theorem ([Green, 1973]). Let $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ be two bases, $1 \leq k \leq$ $n$. Then $k$ of the vectors $y_{1}, \ldots, y_{n}$ can be swapped with the vectors $x_{1}, \ldots, x_{k}$ so that we get again two bases.

Proof. Take the vectors $y_{1}, \ldots, y_{n}$ for a basis of $V$. For any set of $n$ vectors $z_{1}$, $\ldots, z_{n}$ from $V$ consider the determinant $M\left(z_{1}, \ldots, z_{n}\right)$ of the matrix whose rows are composed of coordinates of the vectors $z_{1}, \ldots, z_{n}$ with respect to the basis $y_{1}, \ldots, y_{n}$. The vectors $z_{1}, \ldots, z_{n}$ constitute a basis if and only if $M\left(z_{1}, \ldots, z_{n}\right) \neq$ 0 . We can express the formula of the expansion of $M\left(x_{1}, \ldots, x_{n}\right)$ with respect to the first $k$ rows in the form

$$
\begin{equation*}
M\left(x_{1}, \ldots, x_{n}\right)=\sum_{A \subset Y} \pm M\left(x_{1}, \ldots, x_{k}, A\right) M\left(Y \backslash A, x_{k+1}, \ldots, x_{n}\right) \tag{1}
\end{equation*}
$$

where the summation runs over all $(n-k)$-element subsets of $Y=\left\{y_{1}, \ldots, y_{n}\right\}$. Since $M\left(x_{1}, \ldots, x_{n}\right) \neq 0$, then there is at least one nonzero term in (1); the corresponding subset $A$ determines the required set of vectors of the basis $y_{1}, \ldots, y_{n}$.
7.3. Theorem ([Aupetit, 1988]). Let $T$ be a linear operator in a space $V$ such that for any $\xi \in V$ the vectors $\xi, T \xi, \ldots, T^{n} \xi$ are linearly dependent. Then the operators $I, T, \ldots, T^{n}$ are linearly dependent.

Proof. We may assume that $n$ is the maximal of the numbers such that the vectors $\xi_{0}, \ldots, T^{n-1} \xi_{0}$ are linearly independent and $T^{n} \xi_{0} \in \operatorname{Span}\left(\xi_{0}, \ldots, T^{n-1} \xi_{0}\right)$ for some $\xi_{0}$. Then there exists a polynomial $p_{0}$ of degree $n$ such that $p_{0}(T) \xi_{0}=0$; we may assume that the coefficient of highest degree of $p_{0}$ is equal to 1 .

Fix a vector $\eta \in V$ and let us prove that $p_{0}(T) \eta=0$. Let us consider

$$
W=\operatorname{Span}\left(\xi_{0}, \ldots, T^{n} \xi_{0}, \eta, \ldots, T^{n} \eta\right)
$$

It is easy to verify that $\operatorname{dim} W \leq 2 n$ and $T(W) \subset W$. For every $\lambda \in \mathbb{C}$ consider the vectors

$$
f_{0}(\lambda)=\xi_{0}+\lambda \eta, f_{1}(\lambda)=T f_{0}(\lambda), \ldots, f_{n-1}(\lambda)=T^{n-1} f_{0}(\lambda), g(\lambda)=T^{n} f_{0}(\lambda)
$$

The vectors $f_{0}(0), \ldots, f_{n-1}(0)$ are linearly independent and, therefore, there are linear functions $\varphi_{0}, \ldots, \varphi_{n-1}$ on $W$ such that $\varphi_{i}\left(f_{j}(0)\right)=\delta_{i j}$. Let

$$
\Delta(\lambda)=\left|a_{i j}(\lambda)\right|_{0}^{n-1}, \quad \text { where } a_{i j}(\lambda)=\varphi_{i}\left(f_{i}(\lambda)\right)
$$

Then $\Delta(\lambda)$ is a polynomial in $\lambda$ of degree not greater than $n$ such that $\Delta(0)=1$. By the hypothesis for any $\lambda \in \mathbb{C}$ there exist complex numbers $\alpha_{0}(\lambda), \ldots, \alpha_{n-1}(\lambda)$ such that

$$
\begin{equation*}
g(\lambda)=\alpha_{0}(\lambda) f_{0}(\lambda)+\cdots+\alpha_{n-1}(\lambda) f_{n-1}(\lambda) \tag{1}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\varphi_{i}(g(\lambda))=\sum_{k=0}^{n-1} \alpha_{k}(\lambda) \varphi_{i}\left(f_{k}(\lambda)\right) \text { for } i=0, \ldots, n-1 \tag{2}
\end{equation*}
$$

If $\Delta(\lambda) \neq 0$ then system (2) of linear equations for $\alpha_{k}(\lambda)$ can be solved with the help of Cramer's rule. Therefore, $\alpha_{k}(\lambda)$ is a rational function for all $\lambda \in \mathbb{C} \backslash \Delta$, where $\Delta$ is a (finite) set of roots of $\Delta(\lambda)$.

The identity (1) can be expressed in the form $p_{\lambda}(T) f_{0}(\lambda)=0$, where

$$
p_{\lambda}(T)=T^{n}-\alpha_{n-1}(\lambda) T^{n-1}-\cdots-\alpha_{0}(\lambda) I .
$$

Let $\beta_{1}(\lambda), \ldots, \beta_{n}(\lambda)$ be the roots of $p(\lambda)$. Then

$$
\left(T-\beta_{1}(\lambda) I\right) \ldots\left(T-\beta_{n}(\lambda) I\right) f_{0}(\lambda)=0
$$

If $\lambda \notin \Delta$, then the vectors $f_{0}(\lambda), \ldots, f_{n-1}(\lambda)$ are linearly independent, in other words, $h(T) f_{0}(\lambda) \neq 0$ for any nonzero polynomial $h$ of degree $n-1$. Hence,

$$
w=\left(T-\beta_{2}(\lambda) I\right) \ldots\left(T-\beta_{n}(\lambda) I\right) f_{0}(\lambda) \neq 0
$$

and $\left(T-\beta_{1}(\lambda) I\right) w=0$, i.e., $\beta_{1}(\lambda)$ is an eigenvalue of $T$. The proof of the fact that $\beta_{2}(\lambda), \ldots, \beta_{n}(\lambda)$ are eigenvalues of $T$ is similar. Thus, $\left|\beta_{i}(\lambda)\right| \leq\|T\|_{s}$ (cf. 35.1).

The rational functions $\alpha_{0}(\lambda), \ldots, \alpha_{n-1}(\lambda)$ are symmetric functions in the functions $\beta_{1}(\lambda), \ldots, \beta_{n}(\lambda)$; the latter are uniformly bounded on $\mathbb{C} \backslash \Delta$ and, therefore, they themselves are uniformly bounded on $\mathbb{C} \backslash \Delta$. Hence, the functions $\alpha_{0}(\lambda), \ldots$, $\alpha_{n-1}(\lambda)$ are bounded on $\mathbb{C}$; by Liouville's theorem ${ }^{3}$ they are constants: $\alpha_{i}(\lambda)=\alpha_{i}$.

Let $p(T)=T^{n}-\alpha_{n-1} T^{n-1}-\cdots-\alpha_{0} I$. Then $p(T) f_{0}(\lambda)=0$ for $\lambda \in \mathbb{C} \backslash \Delta$; hence, $p(T) f_{0}(\lambda)=0$ for all $\lambda$. In particular, $p(T) \xi_{0}=0$. Hence, $p=p_{0}$ and $p_{0}(T) \eta=0$.

## Problems

7.1. In $V^{n}$ there are given vectors $e_{1}, \ldots, e_{m}$. Prove that if $m \geq n+2$ then there exist numbers $\alpha_{1}, \ldots, \alpha_{m}$ not all of them equal to zero such that $\sum \alpha_{i} e_{i}=0$ and $\sum \alpha_{i}=0$.
7.2. A convex linear combination of vectors $v_{1}, \ldots, v_{m}$ is an arbitrary vector $x=t_{1} v_{1}+\cdots+t_{m} v_{m}$, where $t_{i} \geq 0$ and $\sum t_{i}=1$.

Prove that in a real space of dimension $n$ any convex linear combination of $m$ vectors is also a convex linear combination of no more than $n+1$ of the given vectors.
7.3. Prove that if $\left|a_{i i}\right|>\sum_{k \neq i}\left|a_{i k}\right|$ for $i=1, \ldots, n$, then $A=\left\|a_{i j}\right\|_{1}^{n}$ is an invertible matrix.
7.4. a) Given vectors $e_{1}, \ldots, e_{n+1}$ in an $n$-dimensional Euclidean space, such that $\left(e_{i}, e_{j}\right)<0$ for $i \neq j$, prove that any $n$ of these vectors form a basis.
b) Prove that if $e_{1}, \ldots, e_{m}$ are vectors in $\mathbb{R}^{n}$ such that $\left(e_{i}, e_{j}\right)<0$ for $i \neq j$ then $m \leq n+1$.
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## 8. The rank of a matrix

8.1. The columns of the matrix $A B$ are linear combinations of the columns of $A$ and, therefore,

$$
\operatorname{rank} A B \leq \operatorname{rank} A
$$

since the rows of $A B$ are linear combinations of rows $B$, we have

$$
\operatorname{rank} A B \leq \operatorname{rank} B
$$

If $B$ is invertible, then

$$
\operatorname{rank} A=\operatorname{rank}(A B) B^{-1} \leq \operatorname{rank} A B
$$

and, therefore, $\operatorname{rank} A=\operatorname{rank} A B$.
Let us give two more inequalities for the ranks of products of matrices.
8.1.1. Theorem (Frobenius' inequality).

$$
\operatorname{rank} B C+\operatorname{rank} A B \leq \operatorname{rank} A B C+\operatorname{rank} B
$$

Proof. If $U \subset V$ and $X: V \longrightarrow W$, then

$$
\operatorname{dim}\left(\left.\operatorname{Ker} X\right|_{U}\right) \leq \operatorname{dim} \operatorname{Ker} X=\operatorname{dim} V-\operatorname{dim} \operatorname{Im} X
$$

For $U=\operatorname{Im} B C, V=\operatorname{Im} B$ and $X=A$ we get

$$
\operatorname{dim}\left(\left.\operatorname{Ker} A\right|_{\operatorname{Im} B C}\right) \leq \operatorname{dim} \operatorname{Im} B-\operatorname{dim} \operatorname{Im} A B
$$

Clearly,

$$
\operatorname{dim}\left(\left.\operatorname{Ker} A\right|_{\operatorname{Im} B C}\right)=\operatorname{dim} \operatorname{Im} B C-\operatorname{dim} \operatorname{Im} A B C .
$$

8.1.2. Theorem (The Sylvester inequality).

$$
\operatorname{rank} A+\operatorname{rank} B \leq \operatorname{rank} A B+n
$$

where $n$ is the number of columns of the matrix $A$ and also the number of rows of the matrix $B$.

Proof. Make use of the Frobenius inequality for matrices $A_{1}=A, B_{1}=I_{n}$ and $C_{1}=B$.
8.2. The rank of a matrix can also be defined as follows: the rank of $A$ is equal to the least of the sizes of matrices $B$ and $C$ whose product is equal to $A$.

Let us prove that this definition is equivalent to the conventional one. If $A=B C$ and the minimal of the sizes of $B$ and $C$ is equal to $k$ then

$$
\operatorname{rank} A \leq \min (\operatorname{rank} B, \operatorname{rank} C) \leq k
$$

It remains to demonstrate that if $A$ is a matrix of size $m \times n$ and $\operatorname{rank} A=k$ then $A$ can be represented as the product of matrices of sizes $m \times k$ and $k \times n$. In $A$, let us single out linearly independent columns $A_{1}, \ldots, A_{k}$. All other columns can be linearly expressed through them and, therefore,

$$
\begin{aligned}
& A=\left(x_{11} A_{1}+\cdots+x_{k 1} A_{k}, \ldots, x_{1 n} A_{1}+\cdots+x_{k n} A_{k}\right) \\
&=\left(A_{1} \ldots A_{k}\right)\left(\begin{array}{ccc}
x_{11} & \ldots & x_{1 n} \\
\vdots & \ldots & \vdots \\
x_{k 1} & \ldots & x_{k n}
\end{array}\right) .
\end{aligned}
$$

8.3. Let $M_{n, m}$ be the space of matrices of size $n \times m$. In this space we can indicate a subspace of dimension $n r$, the rank of whose elements does not exceed $r$. For this it suffices to take matrices in the last $n-r$ rows of which only zeros stand.

Theorem ([Flanders, 1962]). Let $r \leq m \leq n$, let $U \subset M_{n, m}$ be a linear subspace and let the maximal rank of elements of $U$ be equal to $r$. Then $\operatorname{dim} U \leq n r$.

Proof. Complementing, if necessary, the matrices by zeros let us assume that all matrices are of size $n \times n$. In $U$, select a matrix $A$ of $\operatorname{rank} r$. The transformation $X \mapsto P X Q$, where $P$ and $Q$ are invertible matrices, sends $A$ to $\left(\begin{array}{cc}I_{r} & 0 \\ 0 & 0\end{array}\right)$ (see Theorem 6.3.2). We now perform the same transformation over all matrices of $U$ and express them in the corresponding block form.
8.3.1. Lemma. If $B \in U$ then $B=\left(\begin{array}{cc}B_{11} & B_{12} \\ B_{21} & 0\end{array}\right)$, where $B_{21} B_{12}=0$.

Proof. Let $B=\left(\begin{array}{ll}B_{11} & B_{12} \\ B_{21} & B_{22}\end{array}\right) \in U$, where the matrix $B_{21}$ consists of rows $u_{1}, \ldots, u_{n-r}$ and the matrix $B_{12}$ consists of columns $v_{1}, \ldots, v_{n-r}$. Any minor of order $r+1$ of the matrix $t A+B$ vanishes and, therefore,

$$
\Delta(t)=\left|\begin{array}{cc}
t I_{r}+B_{11} & v_{j} \\
u_{i} & b_{i j}
\end{array}\right|=0
$$

The coefficient of $t^{r}$ is equal to $b_{i j}$ and, therefore, $b_{i j}=0$. Hence, (see Theorem 3.1.3)

$$
\Delta(t)=-u_{i} \operatorname{adj}\left(t I_{r}+B_{11}\right) v_{j} .
$$

Since $\operatorname{adj}\left(t I_{r}+B_{11}\right)=t^{r-1} I_{r}+\ldots$, then the coefficient of $t^{r-1}$ of the polynomial $\Delta(t)$ is equal to $-u_{i} v_{j}$. Hence, $u_{i} v_{j}=0$ and, therefore $B_{21} B_{12}=0$.
8.3.2. Lemma. If $B, C \in U$, then $B_{21} C_{12}+C_{21} B_{12}=0$.

Proof. Applying Lemma 8.3.1 to the matrix $B+C \in U$ we get $\left(B_{21}+\right.$ $\left.C_{21}\right)\left(B_{12}+C_{12}\right)=0$, i.e., $B_{21} C_{12}+C_{21} B_{12}=0$.

We now turn to the proof of Theorem 8.3. Let us consider the map $f: U \longrightarrow$ $M_{r, n}$ given by the formula $f(C)=\left\|C_{11}, C_{12}\right\|$. Then $\operatorname{Ker} f$ consists of matrices of the form $\left(\begin{array}{cc}0 & 0 \\ B_{21} & 0\end{array}\right)$ and by Lemma 8.3.2 $B_{21} C_{12}=0$ for all matrices $C \in U$.

Further, consider the map $g: \operatorname{Ker} f \longrightarrow M_{r, n}$ given by the formula

$$
g(B)\left(\left\|X_{11} X_{12}\right\|\right)=\operatorname{tr}\left(B_{21} X_{12}\right) .
$$

This map is a monomorphism (see 5.6) and therefore, the space $g(\operatorname{Ker} f) \subset M_{r, n}^{*}$ is of dimension $k=\operatorname{dim} \operatorname{Ker} f$. Therefore, $(g(\operatorname{Ker} f))^{\perp}$ is a subspace of dimension $n r-k$ in $M_{r, n}$. If $C \in U$, then $B_{21} C_{12}=0$ and, therefore, $\operatorname{tr}\left(B_{21} C_{12}\right)=0$. Hence, $f(U) \subset(g(\operatorname{Ker} f))^{\perp}$, i.e., $\operatorname{dim} f(U) \leq n r-k$. It remains to observe that

$$
\operatorname{dim} f(U)+k=\operatorname{dim} \operatorname{Im} f+\operatorname{dim} \operatorname{Ker} f=\operatorname{dim} U .
$$

In [Flanders, 1962] there is also given a description of subspaces $U$ such that $\operatorname{dim} U=n r$. If $m=n$ and $U$ contains $I_{r}$, then $U$ either consists of matrices whose last $n-r$ columns are zeros, or of matrices whose last $n-r$ rows are zeros.

## Problems

8.1. Let $a_{i j}=x_{i}+y_{j}$. Prove that rank $\left\|a_{i j}\right\|_{1}^{n} \leq 2$.
8.2. Let $A$ be a square matrix such that $\operatorname{rank} A=1$. Prove that $|A+I|=$ $(\operatorname{tr} A)+1$.
8.3. Prove that $\operatorname{rank}\left(A^{*} A\right)=\operatorname{rank} A$.
8.4. Let $A$ be an invertible matrix. Prove that if $\operatorname{rank}\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)=\operatorname{rank} A$ then $D=C A^{-1} B$.
8.5. Let the sizes of matrices $A_{1}$ and $A_{2}$ be equal, and let $V_{1}$ and $V_{2}$ be the spaces spanned by the rows of $A_{1}$ and $A_{2}$, respectively; let $W_{1}$ and $W_{2}$ be the spaces spanned by the columns of $A_{1}$ and $A_{2}$, respectively. Prove that the following conditions are equivalent:

1) $\operatorname{rank}\left(A_{1}+A_{2}\right)=\operatorname{rank} A_{1}+\operatorname{rank} A_{2} ;$
2) $V_{1} \cap V_{2}=0$;
3) $W_{1} \cap W_{2}=0$.
8.6. Prove that if $A$ and $B$ are matrices of the same size and $B^{T} A=0$ then $\operatorname{rank}(A+B)=\operatorname{rank} A+\operatorname{rank} B$.
8.7. Let $A$ and $B$ be square matrices of odd order. Prove that if $A B=0$ then at least one of the matrices $A+A^{T}$ and $B+B^{T}$ is not invertible.
8.8 (Generalized Ptolemy theorem). Let $X_{1} \ldots X_{n}$ be a convex polygon inscribable in a circle. Consider a skew-symmetric matrix $A=\left\|a_{i j}\right\|_{1}^{n}$, where $a_{i j}=X_{i} X_{j}$ for $i>j$. Prove that $\operatorname{rank} A=2$.

## 9. Subspaces. The Gram-Schmidt orthogonalization process

9.1. The dimension of the intersection of two subspaces is related with the dimension of the space spanned by them via the following relation.

Theorem. $\operatorname{dim}(V+W)+\operatorname{dim}(V \cap W)=\operatorname{dim} V+\operatorname{dim} W$.
Proof. Let $e_{1}, \ldots, e_{r}$ be a basis of $V \cap W$; it can be complemented to a basis $e_{1}, \ldots, e_{r}, v_{1}, \ldots, v_{n-r}$ of $V^{n}$ and to a basis $e_{1}, \ldots, e_{r}, w_{1}, \ldots, w_{m-r}$ of $W^{m}$. Then $e_{1}, \ldots, e_{r}, v_{1}, \ldots, v_{n-r}, w_{1}, \ldots, w_{m-r}$ is a basis of $V+W$. Therefore,
$\operatorname{dim}(V+W)+\operatorname{dim}(V \cap W)=(r+(n-r)+(m-r))+r=n+m=\operatorname{dim} V+\operatorname{dim} W$.
9.2. Let $V$ be a subspace over $\mathbb{R}$. An inner product in $V$ is a map $V \times V \longrightarrow \mathbb{R}$ which to a pair of vectors $u, v \in V$ assigns a number $(u, v) \in \mathbb{R}$ and has the following properties:

1) $(u, v)=(v, u)$;
2) $(\lambda u+\mu v, w)=\lambda(u, w)+\mu(v, w)$;
3) $(u, u)>0$ for any $u \neq 0$; the value $|u|=\sqrt{(u, u)}$ is called the length of $u$.

A basis $e_{1}, \ldots, e_{n}$ of $V$ is called an orthonormal (respectively, orthogonal) if $\left(e_{i}, e_{j}\right)=\delta_{i j}$ (respectively, $\left(e_{i}, e_{j}\right)=0$ for $i \neq j$ ).

A matrix of the passage from an orthonormal basis to another orthonormal basis is called an orthogonal matrix. The columns of such a matrix $A$ constitute an orthonormal system of vectors and, therefore,

$$
A^{T} A=I ; \text { hence, } A^{T}=A^{-1} \text { and } A A^{T}=I
$$

If $A$ is an orthogonal matrix then

$$
(A x, A y)=\left(x, A^{T} A y\right)=(x, y) .
$$

It is easy to verify that any vectors $e_{1}, \ldots, e_{n}$ such that $\left(e_{i}, e_{j}\right)=\delta_{i j}$ are linearly independent. Indeed, if $\lambda_{1} e_{1}+\cdots+\lambda_{n} e_{n}=0$ then $\lambda_{i}=\left(\lambda_{1} e_{1}+\cdots+\lambda_{n} e_{n}, e_{i}\right)=0$. We can similarly prove that an orthogonal system of nonzero vectors is linearly independent.

Theorem (The Gram-Schmidt orthogonalization). Let $e_{1}, \ldots, e_{n}$ be a basis of a vector space. Then there exists an orthogonal basis $\varepsilon_{1}, \ldots, \varepsilon_{n}$ such that $\varepsilon_{i} \in$ $\operatorname{Span}\left(e_{1}, \ldots, e_{i}\right)$ for all $i=1, \ldots, n$.

Proof is carried out by induction on $n$. For $n=1$ the statement is obvious. Suppose the statement holds for $n$ vectors. Consider a basis $e_{1}, \ldots, e_{n+1}$ of $(n+1)$ dimensional space $V$. By the inductive hypothesis applied to the $n$-dimensional subspace $W=\operatorname{Span}\left(e_{1}, \ldots, e_{n}\right)$ of $V$ there exists an orthogonal basis $\varepsilon_{1}, \ldots, \varepsilon_{n}$ of $W$ such that $\varepsilon_{i} \in \operatorname{Span}\left(e_{1}, \ldots, e_{i}\right)$ for $i=1, \ldots, n$. Consider a vector

$$
\varepsilon_{n+1}=\lambda_{1} \varepsilon_{1}+\cdots+\lambda_{n} \varepsilon_{n}+e_{n+1}
$$

The condition $\left(\varepsilon_{i}, \varepsilon_{n+1}\right)=0$ means that $\lambda_{i}\left(\varepsilon_{i}, \varepsilon_{i}\right)+\left(e_{n+1}, \varepsilon_{i}\right)=0$, i.e., $\lambda_{i}=$ $-\frac{\left(e_{k+1}, \varepsilon_{i}\right)}{\left(\varepsilon_{i}, \varepsilon_{i}\right)}$. Taking such numbers $\lambda_{i}$ we get an orthogonal system of vectors $\varepsilon_{1}, \ldots$, $\varepsilon_{n+1}$ in $V$, where $\varepsilon_{n+1} \neq 0$, since $e_{n+1} \notin \operatorname{Span}\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)=\operatorname{Span}\left(e_{1}, \ldots, e_{n}\right)$.

Remark 1. From an orthogonal basis $\varepsilon_{1}, \ldots, \varepsilon_{n}$ we can pass to an orthonormal basis $\varepsilon_{1}^{\prime}, \ldots, \varepsilon_{n}^{\prime}$, where $\varepsilon_{i}^{\prime}=\varepsilon_{i} / \sqrt{\left(\varepsilon_{i}, \varepsilon_{i}\right)}$.

REmARK 2. The orthogonalization process has a rather lucid geometric interpretation: from the vector $e_{n+1}$ we subtract its orthogonal projection to the subspace $W=\operatorname{Span}\left(e_{1}, \ldots, e_{n}\right)$ and the result is the vector $\varepsilon_{n+1}$ orthogonal to $W$.
9.3. Suppose $V$ is a space with inner product and $W$ is a subspace in $V$. A vector $w \in W$ is called the orthogonal projection of a vector $v \in V$ on the subspace $W$ if $v-w \perp W$.
9.3.1. Theorem. For any $v \in W$ there exists a unique orthogonal projection on $W$.

Proof. In $W$ select an orthonormal basis $e_{1}, \ldots, e_{k}$. Consider a vector $w=$ $\lambda_{1} e_{1}+\cdots+\lambda_{k} e_{k}$. The condition $w-v \perp e_{i}$ means that

$$
0=\left(\lambda_{1} e_{1}+\cdots+\lambda_{k} e_{k}-v, e_{i}\right)=\lambda_{i}-\left(v, e_{i}\right),
$$

i.e., $\lambda_{i}=\left(v, e_{i}\right)$. Taking such numbers $\lambda_{i}$ we get the required vector; it is of the form $w=\sum_{i=1}^{k}\left(v, e_{i}\right) e_{i}$.
9.3.1.1. Corollary. If $e_{1}, \ldots, e_{n}$ is a basis of $V$ and $v \in V$ then $v=$ $\sum_{i=1}^{n}\left(v, e_{i}\right) e_{i}$.

Proof. The vector $v-\sum_{i=1}^{n}\left(v, e_{i}\right) e_{i}$ is orthogonal to the whole $V$.
9.3.1.2. Corollary. If $w$ and $w^{\perp}$ are orthogonal projections of $v$ on $W$ and $W^{\perp}$, respectively, then $v=w+w^{\perp}$.

Proof. It suffices to complement an orthonormal basis of $W$ to an orthonormal basis of the whole space and make use of Corollary 9.3.1.1.
9.3.2. Theorem. If $w$ is the orthogonal projection of $v$ on $W$ and $w_{1} \in W$ then

$$
\left|v-w_{1}\right|^{2}=|v-w|^{2}+\left|w-w_{1}\right|^{2}
$$

Proof. Let $a=v-w$ and $b=w-w_{1} \in W$. By definition, $a \perp b$ and, therefore, $|a+b|^{2}=(a+b, a+b)=|a|^{2}+|b|^{2}$.
9.3.2.1. Corollary. $|v|^{2}=|w|^{2}+|v-w|^{2}$.

Proof. In the notation of Theorem 9.3.2 set $w_{1}=0$.
9.3.2.2. Corollary. $\left|v-w_{1}\right| \geq|v-w|$ and the equality takes place only if $w_{1}=w$.
9.4. The angle between a line $l$ and a subspace $W$ is the angle between a vector $v$ which determines $l$ and the vector $w$, the orthogonal projection of $v$ onto $W$ (if $w=0$ then $v \perp W)$. Since $v-w \perp w$, then $(v, w)=(w, w) \geq 0$, i.e., the angle between $v$ and $w$ is not obtuse.

## Figure 2

If $w$ and $w^{\perp}$ are orthogonal projections of a unit vector $v$ on $W$ and $W^{\perp}$, respectively, then $\cos \angle(v, w)=|w|$ and $\cos \angle\left(v, w^{\perp}\right)=\left|w^{\perp}\right|$, see Figure 2, and therefore,

$$
\cos \angle(v, W)=\sin \angle\left(v, W^{\perp}\right)
$$

Let $e_{1}, \ldots, e_{n}$ be an orthonormal basis and $v=x_{1} e_{1}+\cdots+x_{n} e_{n}$ a unit vector. Then $x_{i}=\cos \alpha_{i}$, where $\alpha_{i}$ is the angle between $v$ and $e_{i}$. Hence, $\sum_{i=1}^{n} \cos ^{2} \alpha_{i}=1$ and

$$
\sum_{i=1}^{n} \sin ^{2} \alpha_{i}=\sum_{i=1}^{n}\left(1-\cos ^{2} \alpha_{i}\right)=n-1
$$

THEOREM. Let $e_{1}, \ldots, e_{k}$ be an orthonormal basis of a subspace $W \subset V$ and $\alpha_{i}$ the angle between $v$ and $e_{i}$ and $\alpha$ the angle between $v$ and $W$. Then $\cos ^{2} \alpha=$ $\sum_{i=1}^{k} \cos ^{2} \alpha_{i}$.

Proof. Let us complement the basis $e_{1}, \ldots, e_{k}$ to a basis $e_{1}, \ldots, e_{n}$ of $V$. Then $v=x_{1} e_{1}+\cdots+x_{n} e_{n}$, where $x_{i}=\cos \alpha_{i}$ for $i=1, \ldots, k$, and the projection of $v$ onto $W$ is equal to $x_{1} e_{1}+\cdots+x_{k} e_{k}=w$. Hence,

$$
\cos ^{2} \alpha=|w|^{2}=x_{1}^{2}+\cdots+x_{k}^{2}=\cos ^{2} \alpha_{1}+\cdots+\cos ^{2} \alpha_{k}
$$

9.5. Theorem ([Nisnevich, Bryzgalov, 1953]). Let $e_{1}, \ldots, e_{n}$ be an orthogonal basis of $V$, and $d_{1}, \ldots, d_{n}$ the lengths of the vectors $e_{1}, \ldots, e_{n}$. An m-dimensional subspace $W \subset V$ such that the projections of these vectors on $W$ are of equal length exists if and only if

$$
d_{i}^{2}\left(d_{1}^{-2}+\cdots+d_{n}^{-2}\right) \geq m \text { for } i=1, \ldots, n
$$

Proof. Take an orthonormal basis in $W$ and complement it to an orthonormal basis $\varepsilon_{1}, \ldots, \varepsilon_{n}$ of $V$. Let $\left(x_{1 i}, \ldots, x_{n i}\right)$ be the coordinates of $e_{i}$ with respect to the basis $\varepsilon_{1}, \ldots, \varepsilon_{n}$ and $y_{k i}=x_{k i} / d_{i}$. Then $\left\|y_{k i}\right\|$ is an orthogonal matrix and the length of the projection of $e_{i}$ on $W$ is equal to $d$ if and only if

$$
\begin{equation*}
y_{1 i}^{2}+\cdots+y_{m i}^{2}=\left(x_{1 i}^{2}+\cdots+x_{m i}^{2}\right) d_{i}^{-2}=d^{2} d_{i}^{-2} . \tag{1}
\end{equation*}
$$

If the required subspace $W$ exists then $d \leq d_{i}$ and

$$
m=\sum_{k=1}^{m} \sum_{i=1}^{n} y_{k i}^{2}=\sum_{i=1}^{n} \sum_{k=1}^{m} y_{k i}^{2}=d^{2}\left(d_{1}^{-2}+\cdots+d_{n}^{-2}\right) \leq d_{i}^{2}\left(d_{1}^{-2}+\cdots+d_{n}^{-2}\right) .
$$

Now, suppose that $m \leq d_{i}^{2}\left(d_{1}^{-2}+\cdots+d_{n}^{-2}\right)$ for $i=1, \ldots, n$ and construct an orthogonal matrix $\left\|y_{k i}\right\|_{1}^{n}$ with property (1), where $d^{2}=m\left(d_{1}^{-2}+\cdots+d_{n}^{-2}\right)^{-1}$. We can now construct the subspace $W$ in an obvious way.

Let us prove by induction on $n$ that if $0 \leq \beta_{i} \leq 1$ for $i=1, \ldots, n$ and $\beta_{1}+\cdots+$ $\beta_{n}=m$, then there exists an orthogonal matrix $\left\|y_{k i}\right\|_{1}^{n}$ such that $y_{1 i}^{2}+\cdots+y_{m i}^{2}=\beta_{i}$. For $n=1$ the statement is obvious. Suppose the statement holds for $n-1$ and prove it for $n$. Consider two cases:
a) $m \leq n / 2$. We can assume that $\beta_{1} \geq \cdots \geq \beta_{n}$. Then $\beta_{n-1}+\beta_{n} \leq 2 m / n \leq 1$ and, therefore, there exists an orthogonal matrix $A=\left\|a_{k i}\right\|_{1}^{n-1}$ such that $a_{1 i}^{2}+$ $\cdots+a_{m i}^{2}=\beta_{i}$ for $i=1, \ldots, n-2$ and $a_{1, n-1}^{2}+\cdots+a_{m, n-1}^{2}=\beta_{n-1}+\beta_{n}$. Then the matrix

$$
\left\|y_{k i}\right\|_{1}^{n}=\left(\begin{array}{ccccc}
a_{11} & \ldots & a_{1, n-2} & \alpha_{1} a_{1, n-1} & -\alpha_{2} a_{1, n-1} \\
\vdots & \ldots & \vdots & \vdots & \vdots \\
a_{n-1,1} & \ldots & a_{n-1, n-2} & \alpha_{1} a_{n-1, n-1} & -\alpha_{2} a_{n-1, n-1} \\
0 & \ldots & 0 & \alpha_{2} & \alpha_{1}
\end{array}\right)
$$

where $\alpha_{1}=\sqrt{\frac{\beta_{n-1}}{\beta_{n-1}+\beta_{n}}}$ and $\alpha_{2}=\sqrt{\frac{\beta_{n}}{\beta_{n-1}+\beta_{n}}}$, is orthogonal with respect to its columns; besides,

$$
\begin{aligned}
\sum_{k=1}^{m} y_{k i}^{2} & =\beta_{i} \quad \text { for } i=1, \ldots, n-2 \\
y_{1, n-1}^{2}+\cdots+y_{m, n-1}^{2} & =\alpha_{1}^{2}\left(\beta_{n-1}+\beta_{n}\right)=\beta_{n-1}, \\
y_{1 n}^{2}+\cdots+y_{m n}^{2} & =\beta_{n}
\end{aligned}
$$

b) Let $m>n / 2$. Then $n-m<n / 2$, and, therefore, there exists an orthogonal matrix $\left\|y_{k i}\right\|_{1}^{n}$ such that $y_{m+1, i}^{2}+\cdots+y_{n, i}^{2}=1-\beta_{i}$ for $i=1, \ldots, n$; hence, $y_{1 i}^{2}+\cdots+y_{m i}^{2}=\beta_{i}$.
9.6.1. Theorem. Suppose a set of $k$-dimensional subspaces in a space $V$ is given so that the intersection of any two of the subspaces is of dimension $k-1$. Then either all these subspaces have a common $(k-1)$-dimensional subspace or all of them are contained in the same $(k+1)$-dimensional subspace.

Proof. Let $V_{i j}^{k-1}=V_{i}^{k} \cap V_{j}^{k}$ and $V_{i j l}=V_{i}^{k} \cap V_{j}^{k} \cap V_{l}^{k}$. First, let us prove that if $V_{123} \neq V_{12}^{k-1}$ then $V_{3}^{k} \subset V_{1}^{k}+V_{2}^{k}$. Indeed, if $V_{123} \neq V_{12}^{k-1}$ then $V_{12}^{k-1}$ and $V_{23}^{k-1}$ are distinct subspaces of $V_{2}^{k}$ and the subspace $V_{123}=V_{12}^{k-1} \cap V_{23}^{k-1}$ is of dimension $k-2$. In $V_{123}$, select a basis $\varepsilon$ and complement it by vectors $e_{13}$ and $e_{23}$ to bases of $V_{13}$ and $V_{23}$, respectively. Then $V_{3}=\operatorname{Span}\left(e_{13}, e_{23}, \varepsilon\right)$, where $e_{13} \in V_{1}$ and $e_{23} \in V_{2}$.

Suppose the subspaces $V_{1}^{k}, V_{2}^{k}$ and $V_{3}^{k}$ have no common ( $k-1$ )-dimensional subspace, i.e., the subspaces $V_{12}^{k-1}$ and $V_{23}^{k-1}$ do not coincide. The space $V_{i}$ could not be contained in the subspace spanned by $V_{1}, V_{2}$ and $V_{3}$ only if $V_{12 i}=V_{12}$ and $V_{23 i}=V_{23}$. But then $\operatorname{dim} V_{i} \geq \operatorname{dim}\left(V_{12}+V_{23}\right)=k+1$ which is impossible.

If we consider the orthogonal complements to the given subspaces we get the theorem dual to Theorem 9.6.1.
9.6.2. Theorem. Let a set of m-dimensional subspaces in a space $V$ be given so that any two of them are contained in a $(m+1)$-dimensional subspace. Then either all of them belong to an $(m+1)$-dimensional subspace or all of them have a common ( $m-1$ )-dimensional subspace.

## Problems

9.1. In an $n$-dimensional space $V$, there are given $m$-dimensional subspaces $U$ and $W$ so that $u \perp W$ for some $u \in U \backslash 0$. Prove that $w \perp U$ for some $w \in W \backslash 0$.
9.2. In an $n$-dimensional Euclidean space two bases $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ are given so that $\left(x_{i}, x_{j}\right)=\left(y_{i}, y_{j}\right)$ for all $i, j$. Prove that there exists an orthogonal operator $U$ which sends $x_{i}$ to $y_{i}$.

## 10. Complexification and realification. Unitary spaces

10.1. The complexification of a linear space $V$ over $\mathbb{R}$ is the set of pairs $(a, b)$, where $a, b \in V$, with the following structure of a linear space over $\mathbb{C}$ :

$$
\begin{aligned}
(a, b)+\left(a_{1}, b_{1}\right) & =\left(a+a_{1}, b+b_{1}\right) \\
(x+i y)(a, b) & =(x a-y b, x b+y a) .
\end{aligned}
$$

Such pairs of vectors can be expressed in the form $a+i b$. The complexification of $V$ is denoted by $V^{\mathbb{C}}$.

To an operator $A: V \longrightarrow V$ there corresponds an operator $A^{\mathbb{C}}: V^{\mathbb{C}} \longrightarrow V^{\mathbb{C}}$ given by the formula $A^{\mathbb{C}}(a+i b)=A a+i A b$. The operator $A^{\mathbb{C}}$ is called the complexification of $A$.
10.2. A linear space $V$ over $\mathbb{C}$ is also a linear space over $\mathbb{R}$. The space over $\mathbb{R}$ obtained is called a realification of $V$. We will denote it by $V_{\mathbb{R}}$.

A linear map $A: V \longrightarrow W$ over $\mathbb{C}$ can be considered as a linear map $A_{\mathbb{R}}: V_{\mathbb{R}} \longrightarrow$ $W_{\mathbb{R}}$ over $\mathbb{R}$. The map $A_{\mathbb{R}}$ is called the realification of the operator $A$.

If $e_{1}, \ldots, e_{n}$ is a basis of $V$ over $\mathbb{C}$ then $e_{1}, \ldots, e_{n}, i e_{1}, \ldots, i e_{n}$ is a basis of $V_{\mathbb{R}}$. It is easy to verify that if $A=B+i C$ is the matrix of a linear map $A: V \longrightarrow W$ with respect to bases $e_{1}, \ldots, e_{n}$ and $\varepsilon_{1}, \ldots, \varepsilon_{m}$ and the matrices $B$ and $C$ are real, then the matrix of the linear map $A_{\mathbb{R}}$ with respect to the bases $e_{1}, \ldots, e_{n}, i e_{1}, \ldots, i e_{n}$ and $\varepsilon_{1}, \ldots, \varepsilon_{m}, i \varepsilon_{1}, \ldots, i \varepsilon_{m}$ is of the form $\left(\begin{array}{cc}B & -C \\ C & B\end{array}\right)$.

Theorem. If $A: V \longrightarrow V$ is a linear map over $\mathbb{C}$ then $\operatorname{det} A_{\mathbb{R}}=|\operatorname{det} A|^{2}$.
Proof.

$$
\left(\begin{array}{cc}
I & 0 \\
-i I & I
\end{array}\right)\left(\begin{array}{cc}
B & -C \\
C & B
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
i I & I
\end{array}\right)=\left(\begin{array}{cc}
B-i C & -C \\
0 & B+i C
\end{array}\right) .
$$

Therefore, $\operatorname{det} A_{\mathbb{R}}=\operatorname{det} A \cdot \operatorname{det} \bar{A}=|\operatorname{det} A|^{2}$.
10.3. Let $V$ be a linear space over $\mathbb{C}$. An Hermitian product in $V$ is a map $V \times V \longrightarrow \mathbb{C}$ which to a pair of vectors $x, y \in V$ assigns a complex number $(x, y)$ and has the following properties:

1) $(x, y)=\overline{(y, x)}$;
2) $(\alpha x+\beta y, z)=\alpha(x, z)+\beta(y, z)$;
3) $(x, x)$ is a positive real number for any $x \neq 0$.

A space $V$ with an Hermitian product is called an Hermitian (or unitary) space. The standard Hermitian product in $\mathbb{C}^{n}$ is of the form $x_{1} \bar{y}_{1}+\cdots+x_{n} \bar{y}_{n}$.

A linear operator $A^{*}$ is called the Hermitian adjoint to $A$ if

$$
(A x, y)=\left(x, A^{*} y\right)=\overline{\left(A^{*} y, x\right)} .
$$

(Physicists often denote the Hermitian adjoint by $A^{+}$.)
Let $\left\|a_{i j}\right\|_{1}^{n}$ and $\left\|b_{i j}\right\|_{1}^{n}$ be the matrices of $A$ and $A^{*}$ with respect to an orthonormal basis. Then

$$
a_{i j}=\left(A e_{j}, e_{i}\right)=\overline{\left(A^{*} e_{j}, e_{i}\right)}=\overline{b_{j i}} .
$$

A linear operator $A$ is called unitary if $(A x, A y)=(x, y)$, i.e., a unitary operator preserves the Hermitian product. If an operator $A$ is unitary then

$$
(x, y)=(A x, A y)=\left(x, A^{*} A y\right)
$$

Therefore, $A^{*} A=I=A A^{*}$, i.e., the rows and the columns of the matrix of $A$ constitute an orthonormal systems of vectors.

A linear operator $A$ is called Hermitian (resp. skew-Hermitian ) if $A^{*}=A$ (resp. $A^{*}=-A$ ). Clearly, a linear operator is Hermitian if and only if its matrix $A$ is

Hermitian with respect to an orthonormal basis, i.e., $\bar{A}^{T}=A$; and in this case its matrix is Hermitian with respect to any orthonormal basis.

Hermitian matrices are, as a rule, analogues of real symmetric matrices in the complex case. Sometimes complex symmetric or skew-symmetric matrices (that is such that satisfy the condition $A^{T}=A$ or $A^{T}=-A$, respectively) are also considered.
10.3.1. Theorem. Let $A$ be a complex operator such that $(A x, x)=0$ for all $x$. Then $A=0$.

Proof. Let us write the equation $(A x, x)=0$ twice: for $x=u+v$ and $x=u+i v$. Taking into account that $(A v, v)=(A u, u)=0$ we get $(A v, u)+(A u, v)=0$ and $i(A v, u)-i(A u, v)=0$. Therefore, $(A u, v)=0$ for all $u, v \in V$.

Remark. For real operators the identity $(A x, x)=0$ means that $A$ is a skewsymmetric operator (cf. Theorem 21.1.2).
10.3.2. Theorem. Let $A$ be a complex operator such that $(A x, x) \in \mathbb{R}$ for any $x$. Then $A$ is an Hermitian operator.

Proof. Since $(A x, x)=\overline{(A x, x)}=(x, A x)$, then

$$
\left(\left(A-A^{*}\right) x, x\right)=(A x, x)-\left(A^{*} x, x\right)=(A x, x)-(x, A x)=0 .
$$

By Theorem 10.3.1 $A-A^{*}=0$.
10.3.3. Theorem. Any complex operator is uniquely representable in the form $A=B+i C$, where $B$ and $C$ are Hermitian operators.

Proof. If $A=B+i C$, where $B$ and $C$ are Hermitian operators, then $A^{*}=$ $B^{*}-i C^{*}=B-i C$ and, therefore $2 B=A+A^{*}$ and $2 i C=A-A^{*}$. It is easy to verify that the operators $\frac{1}{2}\left(A+A^{*}\right)$ and $\frac{1}{2 i}\left(A-A^{*}\right)$ are Hermitian.

Remark. An operator $i C$ is skew-Hermitian if and only if the operator $C$ is Hermitian and, therefore, any operator $A$ is uniquely representable in the form of a sum of an Hermitian and a skew-Hermitian operator.

An operator $A$ is called normal if $A^{*} A=A A^{*}$. It is easy to verify that unitary, Hermitian and skew-Hermitian operators are normal.
10.3.4. Theorem. An operator $A=B+i C$, where $B$ and $C$ are Hermitian operators, is normal if and only if $B C=C B$.

Proof. Since $A^{*}=B^{*}-i C^{*}=B-i C$, then $A^{*} A=B^{2}+C^{2}+i(B C-C B)$ and $A A^{*}=B^{2}+C^{2}-i(B C-C B)$. Therefore, the equality $A^{*} A=A A^{*}$ is equivalent to the equality $B C-C B=0$.
10.4. If $V$ is a linear space over $\mathbb{R}$, then to define on $V$ a structure of a linear space over $\mathbb{C}$ it is necessary to determine the operation $J$ of multiplication by $i$, i.e., $J v=i v$. This linear map $J: V \longrightarrow V$ should satisfy the following property

$$
J^{2} v=i(i v)=-v, \text { i.e., } J^{2}=-I
$$

It is also clear that if in a space $V$ over $\mathbb{R}$ such a linear operator $J$ is given then we can make $V$ into a space over $\mathbb{C}$ if we define the multiplication by a complex number $a+i b$ by the formula

$$
(a+i b) v=a v+b J v
$$

In particular, the dimension of $V$ in this case must be even.
Let $V$ be a linear space over $\mathbb{R}$. A linear (over $\mathbb{R}$ ) operator $J: V \longrightarrow V$ is called a complex structure on $V$ if $J^{2}=-I$.

The eigenvalues of the operator $J: V \longrightarrow V$ are purely imaginary and, therefore, for a more detailed study of $J$ we will consider the complexification $V^{\mathbb{C}}$ of $V$. Notice that the multiplication by $i$ in $V^{\mathbb{C}}$ has no relation whatsoever with neither the complex structure $J$ on $V$ or its complexification $J^{\mathbb{C}}$ acting in $V^{\mathbb{C}}$.

Theorem. $V^{\mathbb{C}}=V_{+} \oplus V_{-}$, where

$$
V_{+}=\operatorname{Ker}\left(J^{\mathbb{C}}-i I\right)=\operatorname{Im}\left(J^{\mathbb{C}}+i I\right)
$$

and

$$
V_{-}=\operatorname{Ker}\left(J^{\mathbb{C}}+i I\right)=\operatorname{Im}\left(J^{\mathbb{C}}-i I\right) .
$$

Proof. Since $\left(J^{\mathbb{C}}-i I\right)\left(J^{\mathbb{C}}+i I\right)=\left(J^{2}\right)^{\mathbb{C}}+I=0$, it follows that $\operatorname{Im}\left(J^{\mathbb{C}}+\right.$ $i I) \subset \operatorname{Ker}\left(J^{\mathbb{C}}-i I\right)$. Similarly, $\operatorname{Im}\left(J^{\mathbb{C}}-i I\right) \subset \operatorname{Ker}\left(J^{\mathbb{C}}+i I\right)$. On the other hand, $-i\left(J^{\mathbb{C}}+i I\right)+i\left(J^{\mathbb{C}}-i I\right)=2 I$ and, therefore, $V^{\mathbb{C}} \subset \operatorname{Im}\left(J^{\mathbb{C}}+i I\right)+\operatorname{Im}\left(J^{\mathbb{C}}-i I\right)$. Since $\operatorname{Ker}\left(J^{\mathbb{C}}-i I\right) \cap \operatorname{Ker}\left(J^{\mathbb{C}}+i I\right)=0$, we get the required conclusion.

Remark. Clearly, $V_{+}=\overline{V_{-}}$.

## Problems

10.1. Express the characteristic polynomial of the matrix $A_{\mathbb{R}}$ in terms of the characteristic polynomial of $A$.
10.2. Consider an $\mathbb{R}$-linear map of $\mathbb{C}$ into itself given by $A z=a z+b \bar{z}$, where $a, b \in \mathbb{C}$. Prove that this map is not invertible if and only if

$$
|a|=|b| .
$$

10.3. Indicate in $\mathbb{C}^{n}$ a complex subspace of dimension $[n / 2]$ on which the quadratic form $B(x, y)=x_{1} y_{1}+\cdots+x_{n} y_{n}$ vanishes identically.

## Solutions

5.1. The orthogonal complement to the space of traceless matrices is onedimensional; it contains both matrices $I$ and $A^{T}$.
5.2. Let $A_{1}, \ldots, A_{m}$ and $B_{1}, \ldots, B_{k}$ be the rows of the matrices $A$ and $B$. Then

$$
\operatorname{Span}\left(A_{1}, \ldots, A_{m}\right)^{\perp} \subset \operatorname{Span}\left(B_{1}, \ldots, B_{k}\right)^{\perp} ;
$$

hence, $\operatorname{Span}\left(B_{1}, \ldots, B_{k}\right) \subset \operatorname{Span}\left(A_{1}, \ldots, A_{m}\right)$, i.e., $b_{i j}=\sum c_{i p} a_{p j}$.
5.3. If a vector $\left(w_{1}, \ldots, w_{n}\right)$ belongs to an orthant that does not contain the vectors $\pm v$, then $v_{i} w_{i}>0$ and $v_{j} w_{j}<0$ for certain indices $i$ and $j$. If we preserve the sign of the coordinate $w_{i}$ (resp. $w_{j}$ ) but enlarge its absolute value then the inner product $(v, w)$ will grow (resp. decrease) and, therefore it can be made zero.
5.4. Let us express the bilinear function $x^{*}(y)$ in the form $x B y^{T}$. By hypothesis the conditions $x B y^{T}=0$ and $y B x^{T}=0$ are equivalent. Besides, $y B x^{T}=x B^{T} y^{T}$. Therefore, $B y^{T}=\lambda(y) B^{T} y^{T}$. If vectors $y$ and $y_{1}$ are proportional then $\lambda(y)=$
$\lambda\left(y_{1}\right)$. If the vectors $y$ and $y_{1}$ are linearly independent then the vectors $B^{T} y^{T}$ and $B^{T} y_{1}^{T}$ are also linearly independent and, therefore, the equalities

$$
\lambda\left(y+y_{1}\right)\left(B^{T} y^{T}+B^{T} y_{1}^{T}\right)=B\left(y^{T}+y_{1}^{T}\right)=\lambda(y) B^{T} y^{T}+\lambda\left(y_{1}\right) B^{T} y_{1}^{T}
$$

imply $\lambda(y)=\lambda\left(y_{1}\right)$. Thus, $x^{*}(y)=B(x, y)$ and $B(x, y)=\lambda B(y, x)=\lambda^{2} B(x, y)$ and, therefore, $\lambda= \pm 1$.
6.1. By Theorem 6.1

$$
\operatorname{dim}\left(\operatorname{Im} A^{k} \cap \operatorname{Ker} A\right)=\operatorname{dim} \operatorname{Ker} A^{k+1}-\operatorname{dim} \operatorname{Ker} A^{k} \text { for any } k .
$$

Therefore,

$$
\sum_{k=1}^{n} \operatorname{dim}\left(\operatorname{Im} A^{k} \cap \operatorname{Ker} A\right)=\operatorname{dim} \operatorname{Ker} A^{n+1}-\operatorname{dim} \operatorname{Ker} A .
$$

To prove the second equality it suffices to notice that

$$
\operatorname{dim} \operatorname{Im} A^{p}=\operatorname{dim} V-\operatorname{dim} \operatorname{Ker} A^{p},
$$

where $V$ is the space in which $A$ acts.
7.1. We may assume that $e_{1}, \ldots, e_{k}(k \leq n)$ is a basis of $\operatorname{Span}\left(e_{1}, \ldots, e_{m}\right)$. Then

$$
e_{k+1}+\lambda_{1} e_{1}+\cdots+\lambda_{k} e_{k}=0 \text { and } e_{k+2}+\mu_{1} e_{1}+\cdots+\mu_{k} e_{k}=0
$$

Multiply these equalities by $1+\sum \mu_{i}$ and $-\left(1+\sum \lambda_{i}\right)$, respectively, and add up the obtained equalities. (If $1+\sum \mu_{i}=0$ or $1+\sum \lambda_{i}=0$ we already have the required equality.)
7.2. Let us carry out the proof by induction on $m$. For $m \leq n+1$ the statement is obvious. Let $m \geq n+2$. Then there exist numbers $\alpha_{1}, \ldots, \alpha_{m}$ not all equal to zero such that $\sum \alpha_{i} v_{i}=0$ and $\sum \alpha_{i}=0$ (see Problem 7.1). Therefore,

$$
x=\sum t_{i} v_{i}+\lambda \sum \alpha_{i} v_{i}=\sum t_{i}^{\prime} v_{i}
$$

where $t_{i}^{\prime}=t_{i}+\lambda \alpha_{i}$ and $\sum t_{i}^{\prime}=\sum t_{i}=1$. It remains to find a number $\lambda$ so that all numbers $t_{i}+\lambda \alpha_{i}$ are nonnegative and at least one of them is zero. The set

$$
\left\{\lambda \in \mathbb{R} \mid t_{i}+\lambda \alpha_{i} \geq 0 \text { for } i=1, \ldots, m\right\}
$$

is closed, nonempty (it contains zero) and is bounded from below (and above) since among the numbers $\alpha_{i}$ there are positive (and negative) ones; the minimal number $\lambda$ from this set is the desired one.
7.3. Suppose $A$ is not invertible. Then there exist numbers $\lambda_{1}, \ldots, \lambda_{n}$ not all equal to zero such that $\sum_{i} \lambda_{i} a_{i k}=0$ for $k=1, \ldots, n$. Let $\lambda_{s}$ be the number among $\lambda_{1}, \ldots, \lambda_{n}$ whose absolute value is the greatest (for definiteness sake let $s=1$ ). Since

$$
\lambda_{1} a_{11}+\lambda_{2} a_{12}+\cdots+\lambda_{n} a_{1 n}=0
$$

then

$$
\begin{aligned}
\left|\lambda_{1} a_{11}\right|=\left|\lambda_{2} a_{12}+\cdots+\lambda_{n} a_{1 n}\right| \leq\left|\lambda_{2} a_{12}\right| & +\cdots+\left|\lambda_{n} a_{1 n}\right| \\
& \leq\left|\lambda_{1}\right|\left(\left|a_{12}\right|+\cdots+\left|a_{1 n}\right|\right)<\left|\lambda_{1}\right| \cdot\left|a_{11}\right| .
\end{aligned}
$$

Contradiction.
7.4. a) Suppose that the vectors $e_{1}, \ldots, e_{k}$ are linearly dependent for $k<n+1$. We may assume that this set of vectors is minimal, i.e., $\lambda_{1} e_{1}+\cdots+\lambda_{k} e_{k}=0$, where all the numbers $\lambda_{i}$ are nonzero. Then

$$
0=\left(e_{n+1}, \sum \lambda_{i} e_{i}\right)=\sum \lambda_{i}\left(e_{n+1}, e_{i}\right), \text { where }\left(e_{n+1}, e_{i}\right)<0
$$

Therefore, among the numbers $\lambda_{i}$ there are both positive and negative ones. On the other hand, if

$$
\lambda_{1} e_{1}+\cdots+\lambda_{p} e_{p}=\lambda_{p+1}^{\prime} e_{p+1}+\cdots+\lambda_{k}^{\prime} e_{k}
$$

where all numbers $\lambda_{i}, \lambda_{j}^{\prime}$ are positive, then taking the inner product of this equality with the vector in its right-hand side we get a negative number in the left-hand side and the inner product of a nonzero vector by itself, i.e., a nonnegative number, in the right-hand side.
b) Suppose that vectors $e_{1}, \ldots, e_{n+2}$ in $\mathbb{R}^{n}$ are such that $\left(e_{i}, e_{j}\right)<0$ for $i \neq j$. On the one hand, if $\alpha_{1} e_{1}+\cdots+\alpha_{n+2} e_{n+2}=0$ then all the numbers $\alpha_{i}$ are of the same sign (cf. solution to heading a). On the other hand, we can select the numbers $\alpha_{1}, \ldots, \alpha_{n+2}$ so that $\sum \alpha_{i}=0$ (see Problem 7.1). Contradiction.
8.1. Let

$$
X=\left(\begin{array}{cc}
x_{1} & 1 \\
\vdots & \vdots \\
x_{n} & 1
\end{array}\right), \quad Y=\left(\begin{array}{ccc}
1 & \ldots & 1 \\
y_{1} & \ldots & y_{n}
\end{array}\right) .
$$

Then $\left\|a_{i j}\right\|_{1}^{n}=X Y$.
8.2. Let $e_{1}$ be a vector that generates $\operatorname{Im} A$. Let us complement it to a basis $e_{1}, \ldots, e_{n}$. The matrix $A$ with respect to this basis is of the form

$$
A=\left(\begin{array}{ccc}
a_{1} & \ldots & a_{n} \\
0 & \ldots & 0 \\
\vdots & \ldots & \vdots \\
0 & \ldots & 0
\end{array}\right) .
$$

Therefore, $\operatorname{tr} A=a_{1}$ and $|A+I|=1+a_{1}$.
8.3. It suffices to show that $\operatorname{Ker} A^{*} \cap \operatorname{Im} A=0$. If $A^{*} v=0$ and $v=A w$, then $(v, v)=(A w, v)=\left(w, A^{*} v\right)=0$ and, therefore, $v=0$.
8.4. The rows of the matrix $(C, D)$ are linear combinations of the rows of the matrix $(A, B)$ and, therefore, $(C, D)=X(A, B)=(X A, X B)$, i.e., $D=X B=$ $\left(C A^{-1}\right) B$.
8.5. Let $r_{i}=\operatorname{rank} A_{i}$ and $r=\operatorname{rank}\left(A_{1}+A_{2}\right)$. Then $\operatorname{dim} V_{i}=\operatorname{dim} W_{i}=r_{i}$ and $\operatorname{dim}\left(V_{1}+V_{2}\right)=\operatorname{dim}\left(W_{1}+W_{2}\right)=r$. The equality $r_{1}+r_{2}=r$ means that $\operatorname{dim}\left(V_{1}+V_{2}\right)=\operatorname{dim} V_{1}+\operatorname{dim} V_{2}$, i.e., $V_{1} \cap V_{2}=0$. Similarly, $W_{1} \cap W_{2}=0$.
8.6. The equality $B^{T} A=0$ means that the columns of the matrices $A$ and $B$ are pair-wise orthogonal. Therefore, the space spanned by the columns of $A$ has only zero intersection with the space spanned by the columns of $B$. It remains to make use of the result of Problem 8.5.
8.7. Suppose $A$ and $B$ are matrices of order $2 m+1$. By Sylvester's inequality,

$$
\operatorname{rank} A+\operatorname{rank} B \leq \operatorname{rank} A B+2 m+1=2 m+1
$$

Therefore, either $\operatorname{rank} A \leq m$ or $\operatorname{rank} B \leq m$. If $\operatorname{rank} A \leq m$ then $\operatorname{rank} A^{T}=$ $\operatorname{rank} A \leq m$; hence,

$$
\operatorname{rank}\left(A+A^{T}\right) \leq \operatorname{rank} A+\operatorname{rank} A^{T} \leq 2 m<2 m+1
$$

8.8. We may assume that $a_{12} \neq 0$. Let $A_{i}$ be the $i$ th row of $A$. Let us prove that $a_{21} A_{i}=a_{2 i} A_{1}+a_{i 1} A_{2}$, i.e.,

$$
\begin{equation*}
a_{12} a_{i j}+a_{1 j} a_{2 i}+a_{1 i} a_{j 2}=0 . \tag{1}
\end{equation*}
$$

The identity (1) is skew-symmetric with respect to $i$ and $j$ and, therefore, we can assume that $i<j$, see Figure 3.

Figure 3
Only the factor $a_{j 2}$ is negative in (1) and, therefore, (1) is equivalent to Ptolemy's theorem for the quadrilateral $X_{1} X_{2} X_{i} X_{j}$.
9.1. Let $U_{1}$ be the orthogonal complement of $u$ in $U$. Since

$$
\operatorname{dim} U_{1}^{\perp}+\operatorname{dim} W=n-(m-1)+m=n+1,
$$

then $\operatorname{dim}\left(U_{1}^{\perp} \cap W\right) \geq 1$. If $w \in W \cap U_{1}^{\perp}$ then $w \perp U_{1}$ and $w \perp u$; therefore, $w \perp U$.
9.2. Let us apply the orthogonalization process with the subsequent normalization to vectors $x_{1}, \ldots, x_{n}$. As a result we get an orthonormal basis $e_{1}, \ldots, e_{n}$. The vectors $x_{1}, \ldots, x_{n}$ are expressed in terms of $e_{1}, \ldots, e_{n}$ and the coefficients only depend on the inner products $\left(x_{i}, x_{j}\right)$. Similarly, for the vectors $y_{1}, \ldots, y_{n}$ we get an orthonormal basis $\varepsilon_{1}, \ldots, \varepsilon_{n}$. The map that sends $e_{i}$ to $\varepsilon_{i}(i=1, \ldots, n)$ is the required one.
10.1. $\operatorname{det}\left(\lambda I-A_{\mathbb{R}}\right)=|\operatorname{det}(\lambda I-A)|^{2}$.
10.2. Let $a=a_{1}+i a_{2}, b=b_{1}+i b_{2}$, where $a_{i}, b_{i} \in \mathbb{R}$. The matrix of the given map with respect to the basis $1, i$ is equal to $\left(\begin{array}{cc}a_{1}+b_{1} & -a_{2}+b_{2} \\ a_{2}+b_{2} & a_{1}-b_{1}\end{array}\right)$ and its determinant is equal to $|a|^{2}-|b|^{2}$.
10.3. Let $p=[n / 2]$. The complex subspace spanned by the vectors $e_{1}+i e_{2}$, $e_{3}+i e_{4}, \quad \ldots, e_{2 p-1}+i e_{2 p}$ possesses the required property.

## CANONICAL FORMS OF MATRICES AND LINEAR OPERATORS

## 11. The trace and eigenvalues of an operator

11.1. The trace of a square matrix $A$ is the sum of its diagonal elements; it is denoted by $\operatorname{tr} A$. It is easy to verify that

$$
\operatorname{tr} A B=\sum_{i, j} a_{i j} b_{j i}=\operatorname{tr} B A
$$

Therefore,

$$
\operatorname{tr} P A P^{-1}=\operatorname{tr} P^{-1} P A=\operatorname{tr} A,
$$

i.e., the trace of the matrix of a linear operator does not depend on the choice of a basis.

The equality $\operatorname{tr} A B C=\operatorname{tr} A C B$ is not always true. For instance, take $A=$ $\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right), B=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ and $C=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$; then $A B C=0$ and $A C B=\left(\begin{array}{cc}1 & 0 \\ 0 & 0\end{array}\right)$.

For the trace of an operator in a Euclidean space we have the following useful formula.

Theorem. Let $e_{1}, \ldots, e_{n}$ be an orthonormal basis. Then

$$
\operatorname{tr} A=\sum_{i=1}^{n}\left(A e_{i}, e_{i}\right)
$$

Proof. Since $A e_{i}=\sum_{j} a_{i j} e_{j}$, then $\left(A e_{i}, e_{i}\right)=a_{i i}$.
Remark. The trace of an operator is invariant but the above definition of the trace makes use of a basis and, therefore, is not invariant. One can, however, give an invariant definition of the trace of an operator (see 27.2).
11.2. A nonzero vector $v \in V$ is called an eigenvector of the linear operator $A: V \rightarrow V$ if $A v=\lambda v$ and this number $\lambda$ is called an eigenvalue of $A$. Fix $\lambda$ and consider the equation $A v=\lambda v$, i.e., $(A-\lambda I) v=0$. This equation has a nonzero solution $v$ if and only if $|A-\lambda I|=0$. Therefore, the eigenvalues of $A$ are roots of the polynomial $p(\lambda)=|\lambda I-A|$.

The polynomial $p(\lambda)$ is called the characteristic polynomial of $A$. This polynomial only depends on the operator itself and does not depend on the choice of the basis (see 7.1).

Theorem. If $A e_{1}=\lambda_{1} e_{1}, \ldots, A e_{k}=\lambda_{k} e_{k}$ and the numbers $\lambda_{1}, \ldots, \lambda_{k}$ are distinct, then $e_{1}, \ldots, e_{k}$ are linearly independent.

Proof. Assume the contrary. Selecting a minimal linearly independent set of vectors we can assume that $e_{k}=\alpha_{1} e_{1}+\cdots+\alpha_{k-1} e_{k-1}$, where $\alpha_{1} \ldots \alpha_{k-1} \neq 0$ and the vectors $e_{1}, \ldots, e_{k-1}$ are linearly independent. Then $A e_{k}=\alpha_{1} \lambda_{1} e_{1}+\cdots+$ $\alpha_{k-1} \lambda_{k-1} e_{k-1}$ and $A e_{k}=\lambda_{k} e_{k}=\alpha_{1} \lambda_{k} e_{1}+\cdots+\alpha_{k-1} \lambda_{k} e_{k-1}$. Hence, $\lambda_{1}=\lambda_{k}$. Contradiction.

Corollary. If the characteristic polynomial of an operator $A$ over $\mathbb{C}$ has no multiple roots then the eigenvectors of $A$ constitute a basis.
11.3. A linear operator $A$ possessing a basis of eigenvectors is said to be a diagonalizable or semisimple. If $X$ is the matrix formed by the columns of the coordinates of eigenvectors $x_{1}, \ldots, x_{n}$ and $\lambda_{i}$ an eigenvalue corresponding to $x_{i}$, then $A X=X \Lambda$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Therefore, $X^{-1} A X=\Lambda$.

The converse is also true: if $X^{-1} A X=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, then $\lambda_{1}, \ldots, \lambda_{n}$ are eigenvalues of $A$ and the columns of $X$ are the corresponding eigenvectors.

Over $\mathbb{C}$ only an operator with multiple eigenvalues may be nondiagonalizable and such operators constitute a set of measure zero. All normal operators (see 17.1) are diagonalizable over $\mathbb{C}$. In particular, all unitary and Hermitian operators are diagonalizable and there are orthonormal bases consisting of their eigenvectors. This can be easily proved in a straightforward way as well with the help of the fact that for a unitary or Hermitian operator $A$ the inclusion $A W \subset W$ implies $A W^{\perp} \subset W^{\perp}$.

The absolute value of an eigenvalue of a unitary operator $A$ is equal to 1 since $|A x|=|x|$. The eigenvalues of an Hermitian operator $A$ are real since $(A x, x)=$ $(x, A x)=\overline{(A x, x)}$.

Theorem. For an orthogonal operator $A$ there exists an orthonormal basis with respect to which the matrix of $A$ is of the block-diagonal form with blocks $\pm 1$ or $\left(\begin{array}{cc}\cos \varphi & -\sin \varphi \\ \sin \varphi & \cos \varphi\end{array}\right)$.

Proof. If $\pm 1$ is an eigenvalue of $A$ we can make use of the same arguments as for the complex case and therefore, let us assume that the vectors $x$ and $A x$ are not parallel for all $x$. The function $\varphi(x)=\angle(x, A x)$ - the angle between $x$ and $A x$ - is continuous on a compact set, the unit sphere.

Let $\varphi_{0}=\angle\left(x_{0}, A x_{0}\right)$ be the minimum of $\varphi(x)$ and $e$ the vector parallel to the bisector of the angle between $x_{0}$ and $A x_{0}$.

Then

$$
\varphi_{0} \leq \angle(e, A e) \leq \angle\left(e, A x_{0}\right)+\angle\left(A x_{0}, A e\right)=\frac{\varphi_{0}}{2}+\frac{\varphi_{0}}{2}
$$

and, therefore, $A e$ belongs to the plane $\operatorname{Span}\left(x_{0}, e\right)$. This plane is invariant with respect to $A$ since $A x_{0}, A e \in \operatorname{Span}\left(x_{0}, e\right)$. An orthogonal transformation of a plane is either a rotation or a symmetry through a straight line; the eigenvalues of a symmetry, however, are equal to $\pm 1$ and, therefore, the matrix of the restriction of $A$ to $\operatorname{Span}\left(x_{0}, e\right)$ is of the form $\left(\begin{array}{cc}\cos \varphi & -\sin \varphi \\ \sin \varphi & \cos \varphi\end{array}\right)$, where $\sin \varphi \neq 0$.
11.4. The eigenvalues of the tridiagonal matrix

$$
J=\left(\begin{array}{ccccccc}
a_{1} & -b_{1} & 0 & \ldots & 0 & 0 & \\
-c_{1} & a_{2} & -b_{2} & \ldots & 0 & 0 & \\
0 & -c_{2} & a_{3} & \ldots & 0 & 0 & \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & a_{n-2} & -b_{n-2} & 0 \\
0 & 0 & 0 & \ldots & -c_{n-2} & a_{n-1} & -b_{n-1} \\
0 & 0 & 0 & \ldots & 0 & -c_{n-1} & a_{n}
\end{array}\right) \text {, where } b_{i} c_{i}>0
$$

have interesting properties. They are real and of multiplicity one. For $J=\left\|a_{i j}\right\|_{1}^{n}$, consider the sequence of polynomials

$$
D_{k}(\lambda)=\left|\lambda \delta_{i j}-a_{i j}\right|_{1}^{k}, \quad D_{0}(\lambda)=1
$$

Clearly, $D_{n}(\lambda)$ is the characteristic polynomial of $J$. These polynomials satisfy a recurrent relation

$$
\begin{equation*}
D_{k}(\lambda)=\left(\lambda-a_{k}\right) D_{k-1}(\lambda)-b_{k-1} c_{k-1} D_{k-2}(\lambda) \tag{1}
\end{equation*}
$$

(cf. 1.6) and, therefore, the characteristic polynomial $D_{n}(\lambda)$ depends not on the numbers $b_{k}, c_{k}$ themselves, but on their products. By replacing in $J$ the elements $b_{k}$ and $c_{k}$ by $\sqrt{b_{k} c_{k}}$ we get a symmetric matrix $J_{1}$ with the same characteristic polynomial. Therefore, the eigenvalues of $J$ are real.

A symmetric matrix has a basis of eigenvectors and therefore, it remains to demonstrate that to every eigenvalue $\lambda$ of $J_{1}$ there corresponds no more than one eigenvector $\left(x_{1}, \ldots, x_{n}\right)$. This is also true even for $J$, i.e without the assumption that $b_{k}=c_{k}$. Since

$$
\begin{aligned}
\left(\lambda-a_{1}\right) x_{1}-b_{1} x_{2} & =0 \\
-c_{1} x_{1}+\left(\lambda-a_{2}\right) x_{2}-b_{2} x_{3} & =0 \\
\ldots \ldots \ldots \cdots \cdots & \\
-c_{n-2} x_{n-2}+\left(\lambda-a_{n-1}\right) x_{n-1}-b_{n-1} x_{n} & =0 \\
-c_{n-1} x_{n-1}+\left(\lambda-a_{n}\right) x_{n} & =0
\end{aligned}
$$

it follows that the change

$$
y_{1}=x_{1}, y_{2}=b_{1} x_{2}, \ldots, y_{k}=b_{1} \ldots b_{k-1} x_{k}
$$

yields

$$
\begin{aligned}
& y_{2}=\left(\lambda-a_{1}\right) y_{1} \\
& y_{3}=\left(\lambda-a_{2}\right) y_{2}-c_{1} b_{1} y_{1} \\
& \ldots \ldots \ldots \ldots \ldots \\
& y_{n}=\left(\lambda-a_{n-1}\right) y_{n-1}-c_{n-2} b_{n-2} y_{n-2} .
\end{aligned}
$$

These relations for $y_{k}$ coincide with relations (1) for $D_{k}$ and, therefore, if $y_{1}=c=$ $c D_{0}(\lambda)$ then $y_{k}=c D_{k}(\lambda)$. Thus the eigenvector $\left(x_{1}, \ldots, x_{k}\right)$ is uniquely determined up to proportionality.
11.5. Let us give two examples of how to calculate eigenvalues and eigenvectors. First, we observe that if $\lambda$ is an eigenvalue of a matrix $A$ and $f$ an arbitrary polynomial, then $f(\lambda)$ is an eigenvalue of the matrix $f(A)$. This follows from the fact that $f(\lambda I)-f(A)$ is divisible by $\lambda I-A$.
a) Consider the matrix

$$
P=\left(\begin{array}{ccccccc}
0 & 0 & 0 & \ldots & 0 & 0 & 1 \\
1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 & 0
\end{array}\right) .
$$

Since $P e_{k}=e_{k+1}$, then $P^{s} e_{k}=e_{k+s}$ and, therefore, $P^{n}=I$, where $n$ is the order of the matrix. It follows that the eigenvalues are roots of the equation $x^{n}=1$. Set $\varepsilon=\exp (2 \pi i / n)$. Let us prove that the vector $u_{s}=\sum_{k=1}^{n} \varepsilon^{k s} e_{k}(s=1, \ldots, n)$ is an eigenvector of $P$ corresponding to the eigenvalue $\varepsilon^{-s}$. Indeed,

$$
P u_{s}=\sum \varepsilon^{k s} P e_{k}=\sum \varepsilon^{k s} e_{k+1}=\sum \varepsilon^{-s}\left(\varepsilon^{s(k+1)} e_{k+1}\right)=\varepsilon^{-s} u_{s} .
$$

b) Consider the matrix

$$
A=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
p_{1} & p_{2} & p_{3} & \ldots & p_{n}
\end{array}\right)
$$

Let $x$ be the column $\left(x_{1}, \ldots, x_{n}\right)^{T}$. The equation $A x=\lambda x$ can be rewritten in the form

$$
x_{2}=\lambda x_{1}, x_{3}=\lambda x_{2}, \ldots, x_{n}=\lambda x_{n-1}, p_{1} x_{1}+p_{2} x_{2}+\cdots+p_{n} x_{n}=\lambda x_{n} .
$$

Therefore, the eigenvectors of $A$ are of the form

$$
\left(\alpha, \lambda \alpha, \lambda^{2} \alpha, \ldots, \lambda^{n-1} \alpha\right), \text { where } p_{1}+p_{2} \lambda+\cdots+p_{n} \lambda^{n-1}=\lambda^{n} .
$$

11.6. We already know that $\operatorname{tr} A B=\operatorname{tr} B A$. It turns out that a stronger statement is true: the matrices $A B$ and $B A$ have the same characteristic polynomials.

Theorem. Let $A$ and $B$ be $n \times n$-matrices. Then the characteristic polynomials of $A B$ and $B A$ coincide.

Proof. If $A$ is invertible then

$$
|\lambda I-A B|=\left|A^{-1}(\lambda I-A B) A\right|=|\lambda I-B A| .
$$

For a noninvertible matrix $A$ the equality $|\lambda I-A B|=|\lambda I-B A|$ can be proved by passing to the limit.

Corollary. If $A$ and $B$ are $m \times n$-matrices, then the characteristic polynomials of $A B^{T}$ and $B^{T} A$ differ by the factor $\lambda^{n-m}$.

Proof. Complement the matrices $A$ and $B$ by zeros to square matrices of equal size.
11.7.1. Theorem. Let the sum of the elements of every column of a square matrix $A$ be equal to 1 , and let the column $\left(x_{1}, \ldots, x_{n}\right)^{T}$ be an eigenvector of $A$ such that $x_{1}+\cdots+x_{n} \neq 0$. Then the eigenvalue corresponding to this vector is equal to 1 .

Proof. Adding up the equalities $\sum a_{1 j} x_{j}=\lambda x_{1}, \ldots, \sum a_{n j} x_{j}=\lambda x_{n}$ we get $\sum_{i, j} a_{i j} x_{j}=\lambda \sum_{j} x_{j}$. But

$$
\sum_{i, j} a_{i j} x_{j}=\sum_{j}\left(x_{j} \sum_{i} a_{i j}\right)=\sum x_{j}
$$

since $\sum_{i} a_{i j}=1$. Thus, $\sum x_{j}=\lambda \sum x_{j}$, where $\sum x_{j} \neq 0$. Therefore, $\lambda=1$.
11.7.2. Theorem. If the sum of the absolute values of the elements of every column of a square matrix A does not exceed 1 , then all its eigenvalues do not exceed 1.

Proof. Let $\left(x_{1}, \ldots, x_{n}\right)$ be an eigenvector corresponding to an eigenvalue $\lambda$. Then

$$
\left|\lambda x_{i}\right|=\left|\sum a_{i j} x_{j}\right| \leq \sum\left|a_{i j}\right|\left|x_{j}\right|, \quad i=1, \ldots, n
$$

Adding up these inequalities we get

$$
|\lambda| \sum\left|x_{i}\right| \leq \sum_{i, j}\left|a_{i j}\right|\left|x_{j}\right|=\sum_{j}\left(\left|x_{j}\right| \sum_{i}\left|a_{i j}\right|\right) \leq \sum_{j}\left|x_{j}\right|
$$

since $\sum_{i}\left|a_{i j}\right| \leq 1$. Dividing both sides of this inequality by the nonzero number $\sum\left|x_{j}\right|$ we get $|\lambda| \leq 1$.

Remark. Theorem 11.7.2 remains valid also when certain of the columns of $A$ are zero ones.
11.7.3. Theorem. Let $A=\left\|a_{i j}\right\|_{1}^{n}, S_{j}=\sum_{i=1}^{n}\left|a_{i j}\right|$; then $\sum_{j=1}^{n} S_{j}^{-1}\left|a_{j j}\right| \leq$ rank $A$ and the summands corresponding to zero values of $S_{j}$ can be replaced by zeros.

Proof. Multiplying the columns of $A$ by nonzero numbers we can always make the numbers $S_{j}$ for the new matrix to be either 0 or 1 and, besides, $a_{j j} \geq 0$. The rank of the matrix is not effected by these transformations. Applying Theorem 11.7.2 to the new matrix we get

$$
\sum\left|a_{j j}\right|=\sum a_{j j}=\operatorname{tr} A=\sum \lambda_{i} \leq \sum\left|\lambda_{i}\right| \leq \operatorname{rank} A
$$

## Problems

11.1. a) Are there real matrices $A$ and $B$ such that $A B-B A=I$ ?
b) Prove that if $A B-B A=A$ then $|A|=0$.
11.2. Find the eigenvalues and the eigenvectors of the matrix $A=\left\|a_{i j}\right\|_{1}^{n}$, where $a_{i j}=\lambda_{i} / \lambda_{j}$.
11.3. Prove that any square matrix $A$ is the sum of two invertible matrices.
11.4. Prove that the eigenvalues of a matrix continuously depend on its elements. More precisely, let $A=\left\|a_{i j}\right\|_{1}^{n}$ be a given matrix. For any $\varepsilon>0$ there exists $\delta>0$ such that if $\left|a_{i j}-b_{i j}\right|<\delta$ and $\lambda$ is an eigenvalue of $A$, then there exists an eigenvalue $\mu$ of $B=\left\|b_{i j}\right\|_{1}^{n}$ such that $|\lambda-\mu|<\varepsilon$.
11.5. The sum of the elements of every row of an invertible matrix $A$ is equal to $s$. Prove that the sum of the elements of every row of $A^{-1}$ is equal to $1 / s$.
11.6. Prove that if the first row of the matrix $S^{-1} A S$ is of the form $(\lambda, 0,0, \ldots, 0)$ then the first column of $S$ is an eigenvector of $A$ corresponding to the eigenvalue $\lambda$.
11.7. Let $f(\lambda)=|\lambda I-A|$, where $A$ is a matrix of order $n$. Prove that $f^{\prime}(\lambda)=$ $\sum_{i=1}^{n}\left|\lambda I-A_{i}\right|$, where $A_{i}$ is the matrix obtained from $A$ by striking out the $i$ th row and the $i$ th column.
11.8. Let $\lambda_{1}, \ldots, \lambda_{n}$ be the eigenvalues of a matrix $A$. Prove that the eigenvalues of $\operatorname{adj} A$ are equal to $\prod_{i \neq 1} \lambda_{i}, \ldots, \prod_{i \neq n} \lambda_{i}$.
11.9. A vector $x$ is called symmetric (resp. skew-symmetric) if its coordinates satisfy $\left(x_{i}=x_{n-i}\right)\left(\right.$ resp. $\left.\quad\left(x_{i}=-x_{n-i}\right)\right)$. Let a matrix $A=\left\|a_{i j}\right\|_{0}^{n}$ be centrally symmetric, i.e., $a_{i, j}=a_{n-i, n-j}$. Prove that among the eigenvectors of $A$ corresponding to any eigenvalue there is either a nonzero symmetric or a nonzero skew-symmetric vector.
11.10. The elements $a_{i, n-i+1}=x_{i}$ of a complex $n \times n$-matrix $A$ can be nonzero, whereas the remaining elements are 0 . What condition should the set $\left\{x_{1}, \ldots, x_{n}\right\}$ satisfy for $A$ to be diagonalizable?
11.11 ([Drazin, Haynsworth, 1962]). a) Prove that a matrix $A$ has $m$ linearly independent eigenvectors corresponding to real eigenvalues if and only if there exists a nonnegative definite matrix $S$ of $\operatorname{rank} m$ such that $A S=S A^{*}$.
b) Prove that a matrix $A$ has $m$ linearly independent eigenvectors corresponding to eigenvalues $\lambda$ such that $|\lambda|=1$ if and only if there exists a nonnegative definite matrix $S$ of rank $m$ such that $A S A^{*}=S$.

## 12. The Jordan canonical (normal) form

12.1. Let $A$ be the matrix of an operator with respect to a basis $e$; then $P^{-1} A P$ is the matrix of the same operator with respect to the basis $e P$. The matrices $A$ and $P^{-1} A P$ are called similar. By selecting an appropriate basis we can reduce the matrix of an operator to a simpler form: to a Jordan normal form, cyclic form, to a matrix with equal elements on the main diagonal, to a matrix all whose elements on the main diagonal, except one, are zero, etc.

One might think that for a given real matrix $A$ the set of real matrices of the form $P^{-1} A P \mid P$, where $P$ is a complex matrix is "broader" than the the set of real matrices of the form $P^{-1} A P \mid P$, where $P$ is a real matrix. This, however, is not so.

Theorem. Let $A$ and $B$ be real matrices and $A=P^{-1} B P$, where $P$ is a complex matrix. Then $A=Q^{-1} B Q$ for some real matrix $Q$.

Proof. We have to demonstrate that if among the solutions of the equation

$$
\begin{equation*}
X A=B X \tag{1}
\end{equation*}
$$

there is an invertible complex matrix $P$, then among the solutions there is also an invertible real matrix $Q$. The solutions over $\mathbb{C}$ of the linear equation (1) form a linear space $W$ over $\mathbb{C}$ with a basis $C_{1}, \ldots, C_{n}$. The matrix $C_{j}$ can be represented in the form $C_{j}=X_{j}+i Y_{j}$, where $X_{j}$ and $Y_{j}$ are real matrices. Since $A$ and $B$ are real matrices, $C_{j} A=B C_{j}$ implies $X_{j} A=B X_{j}$ and $Y_{j} A=B Y_{j}$. Hence, $X_{j}, Y_{j} \in W$ for all $j$ and $W$ is spanned over $\mathbb{C}$ by the matrices $X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}$ and therefore, we can select in $W$ a basis $D_{1}, \ldots, D_{n}$ consisting of real matrices.

Let $P\left(t_{1}, \ldots, t_{n}\right)=\left|t_{1} D_{1}+\cdots+t_{n} D_{n}\right|$. The polynomial $P\left(t_{1}, \ldots, t_{n}\right)$ is not identically equal to zero over $\mathbb{C}$ by the hypothesis and, therefore, it is not identically equal to zero over $\mathbb{R}$ either, i.e., the matrix equation (1) has a nondegenerate real solution $t_{1} D_{1}+\cdots+t_{n} D_{n}$.
12.2. A Jordan block of size $r \times r$ is a matrix of the form

$$
J_{r}(\lambda)=\left(\begin{array}{cccccc}
\lambda & 1 & 0 & \ldots & \ldots & 0 \\
0 & \lambda & 1 & \ldots & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 \\
0 & 0 & 0 & \ldots & \lambda & 1 \\
0 & 0 & 0 & \ldots & 0 & \lambda
\end{array}\right)
$$

A Jordan matrix is a block diagonal matrix with Jordan blocks $J_{r_{i}}\left(\lambda_{i}\right)$ on the diagonal.

A Jordan basis for an operator $A: V \rightarrow V$ is a basis of the space $V$ in which the matrix of $A$ is a Jordan matrix.

Theorem (Jordan). For any linear operator $A: V \rightarrow V$ over $\mathbb{C}$ there exists a Jordan basis and the Jordan matrix of $A$ is uniquely determined up to a permutation of its Jordan blocks.

Proof (Following [Väliaho, 1986]). First, let us prove the existence of a Jordan basis. The proof will be carried out by induction on $n=\operatorname{dim} V$.

For $n=1$ the statement is obvious. Let $\lambda$ be an eigenvalue of $A$. Consider a noninvertible operator $B=A-\lambda I$. A Jordan basis for $B$ is also a Jordan basis for $A=B+\lambda I$. The sequence $\operatorname{Im} B^{0} \supset \operatorname{Im} B^{1} \supset \operatorname{Im} B^{2} \supset \ldots$ stabilizes and, therefore, there exists a positive integer $p$ such that $\operatorname{Im} B^{p+1}=\operatorname{Im} B^{p} \neq \operatorname{Im} B^{p-1}$. Then $\operatorname{Im} B^{p} \cap \operatorname{Ker} B=0$ and $\operatorname{Im} B^{p-1} \cap \operatorname{Ker} B \neq 0$. Hence, $B^{p}\left(\operatorname{Im} B^{p}\right)=\operatorname{Im} B^{p}$.

## Figure 4

Let $S_{i}=\operatorname{Im} B^{i-1} \cap \operatorname{Ker} B$. Then Ker $B=S_{1} \supset S_{2} \supset \cdots \supset S_{p} \neq 0$ and $S_{p+1}=0$. Figure 4 might help to follow the course of the proof. In $S_{p}$, select a basis $x_{i}^{1}$ $\left(i=1, \ldots, n_{p}\right)$. Since $x_{i}^{1} \in \operatorname{Im} B^{p-1}$, then $x_{i}^{1}=B^{p-1} x_{i}^{p}$ for a vector $x_{i}^{p}$. Consider the vectors $x_{i}^{k}=B^{p-k} x_{i}^{p}(k=1, \ldots, p)$. Let us complement the set of vectors $x_{i}^{1}$ to a basis of $S_{p-1}$ by vectors $y_{j}^{1}$. Now, find a vector $y_{j}^{p-1}$ such that $y_{j}^{1}=B^{p-2} y_{j}^{p-1}$ and consider the vectors $y_{j}^{l}=B^{p-l-1} y_{j}^{p-1}(l=1, \ldots, p-1)$. Further, let us complement the set of vectors $x_{i}^{1}$ and $y_{j}^{1}$ to a basis of $S_{p-2}$ by vectors $z_{k}^{1}$, etc. The cardinality of the set of all chosen vectors $x_{i}^{k}, y_{j}^{l}, \ldots, b_{t}^{1}$ is equal to $\sum_{i=1}^{p} \operatorname{dim} S_{i}$ since every $x_{i}^{1}$ contributes with the summand $p$, every $y_{j}^{1}$ contributes with $p-1$, etc. Since

$$
\operatorname{dim}\left(\operatorname{Im} B^{i-1} \cap \operatorname{Ker} B\right)=\operatorname{dim} \operatorname{Ker} B^{i}-\operatorname{dim} \operatorname{Ker} B^{i-1}
$$

(see 6.1), then $\sum_{i=1}^{p} \operatorname{dim} S_{i}=\operatorname{dim} \operatorname{Ker} B^{p}$.
Let us complement the chosen vectors to a basis of $\operatorname{Im} B^{p}$ and prove that we have obtained a basis of $V$. The number of these vectors indicates that it suffices to demonstrate their linear independence. Suppose that

$$
\begin{equation*}
f+\sum \alpha_{i} x_{i}^{p}+\sum \beta_{i} x_{i}^{p-1}+\cdots+\sum \gamma_{j} y_{j}^{p-1}+\cdots+\sum \delta_{t} b_{t}^{1}=0 \tag{1}
\end{equation*}
$$

where $f \in \operatorname{Im} B^{p}$. Applying the operator $B^{p}$ to $(1)$ we get $B^{p}(f)=0$; hence, $f=0$ since $B^{p}\left(\operatorname{Im} B^{p}\right)=\operatorname{Im} B^{p}$. Applying now the operator $B^{p-1}$ to (1) we get $\sum \alpha_{i} x_{i}^{1}=0$ which means that all $\alpha_{i}$ are zero. Application of the operator $B^{p-2}$ to (1) gives $\sum \beta_{i} x_{i}^{1}+\sum \gamma_{j} y_{j}^{1}=0$, which means that all $\beta_{i}$ and $\gamma_{j}$ are zero, etc.

By the inductive hypothesis we can select a Jordan basis for $B$ in the space $\operatorname{Im} B^{p} \neq V$; complementing this basis by the chosen vectors, we get a Jordan basis of $V$.

To prove the uniqueness of the Jordan form it suffices to verify that the number of Jordan blocks of $B$ corresponding to eigenvalue 0 is uniquely defined. To these blocks we can associate the diagram plotted in Figure 4 and, therefore, the number of blocks of size $k \times k$ is equal to

$$
\begin{aligned}
\operatorname{dim} S_{k} & -\operatorname{dim} S_{k+1} \\
& =\left(\operatorname{dim} \operatorname{Ker} B^{k}-\operatorname{dim} \operatorname{Ker} B^{k-1}\right)-\left(\operatorname{dim} \operatorname{Ker} B^{k+1}-\operatorname{dim} \operatorname{Ker} B^{k}\right) \\
& =2 \operatorname{dim} \operatorname{Ker} B^{k}-\operatorname{dim} \operatorname{Ker} B^{k-1}-\operatorname{dim} \operatorname{Ker} B^{k+1} \\
& =\operatorname{rank} B^{k-1}-2 \operatorname{rank} B^{k}+\operatorname{rank} B^{k+1}
\end{aligned}
$$

which is invariantly defined.
12.3. The Jordan normal form is convenient to use when we raise a matrix to some power. Indeed, if $A=P^{-1} J P$ then $A^{n}=P^{-1} J^{n} P$. To raise a Jordan block $J_{r}(\lambda)=\lambda I+N$ to a power we can use the Newton binomial formula

$$
(\lambda I+N)^{n}=\sum_{k=0}^{n}\binom{n}{k} \lambda^{k} N^{n-k}
$$

The formula holds since $I N=N I$. The only nonzero elements of $N^{m}$ are the 1 's in the positions $(1, m+1),(2, m+2), \ldots,(r-m, r)$, where $r$ is the order of $N$. If $m \geq r$ then $N^{m}=0$.
12.4. Jordan bases always exist over an algebraically closed field only; over $\mathbb{R}$ a Jordan basis does not always exist. However, over $\mathbb{R}$ there is also a Jordan form which is a realification of the Jordan form over $\mathbb{C}$. Let us explain how it looks. First, observe that the part of a Jordan basis corresponding to real eigenvalues of $A$ is constructed over $\mathbb{R}$ along the same lines as over $\mathbb{C}$. Therefore, only the case of nonreal eigenvalues is of interest.

Let $A^{\mathbb{C}}$ be the complexification of a real operator $A(c f .10 .1)$.
12.4.1. THEOREM. There is a one-to-one correspondence between the Jordan blocks of $A^{\mathbb{C}}$ corresponding to eigenvalues $\lambda$ and $\bar{\lambda}$.

Proof. Let $B=P+i Q$, where $P$ and $Q$ are real operators. If $x$ and $y$ are real vectors then the equations $(P+i Q)(x+i y)=0$ and $(P-i Q)(x-i y)=$ 0 are equivalent, i.e., the equations $B z=0$ and $\bar{B} \bar{z}=0$ are equivalent. Since $(A-\bar{\lambda} I)^{n}=\overline{(A-\lambda I)^{n}}$, the map $z \mapsto \bar{z}$ determines a one-to-one correspondence between $\operatorname{Ker}(A-\lambda I)^{n}$ and $\operatorname{Ker}(A-\bar{\lambda} I)^{n}$. The dimensions of these spaces determine the number and the sizes of the Jordan blocks.

Let $J_{n}^{*}(\lambda)$ be the $2 n \times 2 n$ matrix obtained from the Jordan block $J_{n}(\lambda)$ by replacing each of its elements $a+i b$ by the matrix $\left(\begin{array}{cc}a & b \\ -b & a\end{array}\right)$.
12.4.2. Theorem. For an operator $A$ over $\mathbb{R}$ there exists a basis with respect to which its matrix is of block diagonal form with blocks $J_{m_{1}}\left(t_{1}\right), \ldots, J_{m_{k}}\left(t_{k}\right)$ for real eigenvalues $t_{i}$ and blocks $J_{n_{1}}^{*}\left(\lambda_{1}\right), \ldots, J_{n_{s}}^{*}\left(\lambda_{s}\right)$ for nonreal eigenvalues $\lambda_{i}$ and $\bar{\lambda}_{i}$.

Proof. If $\lambda$ is an eigenvalue of $A$ then by Theorem 12.4.1 $\bar{\lambda}$ is also an eigenvalue of $A$ and to every Jordan block $J_{n}(\lambda)$ of $A$ there corresponds the Jordan block $J_{n}(\bar{\lambda})$. Besides, if $e_{1}, \ldots, e_{n}$ is the Jordan basis for $J_{n}(\lambda)$ then $\bar{e}_{1}, \ldots, \bar{e}_{n}$ is the Jordan basis for $J_{n}(\bar{\lambda})$. Therefore, the real vectors $x_{1}, y_{1}, \ldots, x_{n}, y_{n}$, where $e_{k}=x_{k}+i y_{k}$, are linearly independent. In the basis $x_{1}, y_{1}, \ldots, x_{n}, y_{n}$ the matrix of the restriction of $A$ to $\operatorname{Span}\left(x_{1}, y_{1}, \ldots, x_{n}, y_{n}\right)$ is of the form $J_{n}^{*}(\lambda)$.
12.5. The Jordan decomposition shows that any linear operator $A$ over $\mathbb{C}$ can be represented in the form $A=A_{s}+A_{n}$, where $A_{s}$ is a semisimple (diagonalizable) operator and $A_{n}$ is a nilpotent operator such that $A_{s} A_{n}=A_{n} A_{s}$.
12.5.1. Theorem. The operators $A_{s}$ and $A_{n}$ are uniquely defined; moreover, $A_{s}=S(A)$ and $A_{n}=N(A)$, where $S$ and $N$ are certain polynomials.

Proof. First, consider one Jordan block $A=\lambda I+N_{k}$ of size $k \times k$. Let $S(t)=\sum_{i=1}^{m} s_{i} t^{i}$. Then

$$
S(A)=\sum_{i=1}^{m} s_{i} \sum_{j=0}^{i}\binom{i}{j} \lambda^{j} N_{k}^{i-j} .
$$

The coefficient of $N_{k}^{p}$ is equal to

$$
\sum_{i} s_{i}\binom{i}{i-p} \lambda^{i-p}=\frac{1}{p!} S^{(p)}(\lambda)
$$

where $S^{(p)}$ is the $p$ th derivative of $S$. Therefore, we have to select a polynomial $S$ so that $S(\lambda)=\lambda$ and $S^{(1)}(\lambda)=\cdots=S^{(k-1)}(\lambda)=0$, where $k$ is the order of the Jordan block. If $\lambda_{1}, \ldots, \lambda_{n}$ are distinct eigenvalues of $A$ and $k_{1}, \ldots, k_{n}$ are the sizes of the maximal Jordan blocks corresponding to them, then $S$ should take value $\lambda_{i}$ at $\lambda_{i}$ and have at $\lambda_{i}$ zero derivatives from order 1 to order $k_{i}-1$ inclusive. Such a polynomial can always be constructed (see Appendix 3). It is also clear that if $A_{s}=S(A)$ then $A_{n}=A-S(A)$, i.e., $N(A)=A-S(A)$.

Now, let us prove the uniqueness of the decomposition. Let $A_{s}+A_{n}=A=A_{s}^{\prime}+$ $A_{n}^{\prime}$, where $A_{s} A_{n}=A_{n} A_{s}$ and $A_{s}^{\prime} A_{n}^{\prime}=A_{n}^{\prime} A_{s}^{\prime}$. If $A X=X A$ then $S(A) X=X S(A)$ and $N(A) X=X N(A)$. Therefore, $A_{s} A_{s}^{\prime}=A_{s}^{\prime} A_{s}$ and $A_{n} A_{n}^{\prime}=A_{n}^{\prime} A_{n}$. The operator $B=A_{s}^{\prime}-A_{s}=A_{n}-A_{n}^{\prime}$ is a difference of commuting diagonalizable operators and, therefore, is diagonalizable itself, cf. Problem 39.6 b). On the other hand, the operator $B$ is the difference of commuting nilpotent operators and therefore, is nilpotent itself, cf. Problem 39.6 a). A diagonalizable nilpotent operator is equal to zero.

The additive Jordan decomposition $A=A_{s}+A_{n}$ enables us to get for an invertible operator $A$ a multiplicative Jordan decomposition $A=A_{s} A_{u}$, where $A_{u}$ is a unipotent operator, i.e., the sum of the identity operator and a nilpotent one.
12.5.2. ThEOREM. Let $A$ be an invertible operator over $\mathbb{C}$. Then $A$ can be represented in the form $A=A_{s} A_{u}=A_{u} A_{s}$, where $A_{s}$ is a semisimple operator and $A_{u}$ is a unipotent operator. Such a representation is unique.

Proof. If $A$ is invertible then so is $A_{s}$. Then $A=A_{s}+A_{n}=A_{s} A_{u}$ where $A_{u}=A_{s}^{-1}\left(A_{s}+A_{n}\right)=I+A_{s}^{-1} A_{n}$. Since $A_{s}^{-1}$ and $A_{n}$ commute, then $A_{s}^{-1} A_{n}$ is a nilpotent operator which commutes with $A_{s}$.

Now, let us prove the uniqueness. If $A=A_{s} A_{u}=A_{u} A_{s}$ and $A_{u}=I+N$, where $N$ is a nilpotent operator, then $A=A_{s}(I+N)=A_{s}+A_{s} N$, where $A_{s} N$ is a nilpotent operator commuting with $A$. Such an operator $A_{s} N=A_{n}$ is unique.

## Problems

12.1. Prove that $A$ and $A^{T}$ are similar matrices.
12.2. Let $\sigma(i)$, where $i=1, \ldots, n$, be an arbitrary permutation and $P=\left\|p_{i j}\right\|_{1}^{n}$, where $p_{i j}=\delta_{i \sigma(j)}$. Prove that the matrix $P^{-1} A P$ is obtained from $A$ by the permutation $\sigma$ of the rows and the same permutation of the columns of $A$.

Remark. The matrix $P$ is called the permutation matrix corresponding to $\sigma$.
12.3. Let the number of distinct eigenvalues of a matrix $A$ be equal to $m$, where $m>1$. Let $b_{i j}=\operatorname{tr}\left(A^{i+j}\right)$. Prove that $\left|b_{i j}\right|_{0}^{m-1} \neq 0$ and $\left|b_{i j}\right|_{0}^{m}=0$.
12.4. Prove that $\operatorname{rank} A=\operatorname{rank} A^{2}$ if and only if $\lim _{\lambda \rightarrow 0}(A+\lambda I)^{-1} A$ exists.

## 13. The minimal polynomial and the characteristic polynomial

13.1. Let $p(t)=\sum_{k=0}^{n} a_{k} t^{k}$ be an $n$th degree polynomial. For any square matrix $A$ we can consider the matrix $p(A)=\sum_{k=0}^{n} a_{k} A^{k}$. The polynomial $p(t)$ is called an annihilating polynomial of $A$ if $p(A)=0$. (The zero on the right-hand side is the zero matrix.)

If $A$ is an order $n$ matrix, then the matrices $I, A, \ldots, A^{n^{2}}$ are linearly dependent since the dimension of the space of matrices of order $n$ is equal to $n^{2}$. Therefore, for any matrix of order $n$ there exists an annihilating polynomial whose degree does not exceed $n^{2}$. The annihilating polynomial of $A$ of the minimal degree and with coefficient of the highest term equal to 1 is called the minimal polynomial of $A$.

Let us prove that the minimal polynomial is well defined. Indeed, if $p_{1}(A)=$ $A^{m}+\cdots=0$ and $p_{2}(A)=A^{m}+\cdots=0$, then the polynomial $p_{1}-p_{2}$ annihilates $A$ and its degree is smaller than $m$. Hence, $p_{1}-p_{2}=0$.

It is easy to verify that if $B=X^{-1} A X$ then $B^{n}=X^{-1} A^{n} X$ and, therefore, $p(B)=X^{-1} p(A) X$; thus, the minimal polynomial of an operator, not only of a matrix, is well defined.
13.1.1. TheOrem. Any annihilating polynomial of a matrix $A$ is divisible by its minimal polynomial.

Proof. Let $p$ be the minimal polynomial of $A$ and $q$ an annihilating polynomial. Dividing $q$ by $p$ with a remainder we get $q=p f+r$, where $\operatorname{deg} r<\operatorname{deg} p$, and $r(A)=q(A)-p(A) f(A)=0$, and so $r$ is an annihilating polynomial. Hence, $r=0$.
13.1.2. An annihilating polynomial of a vector $v \in V$ (with respect to an operator $A: V \rightarrow V)$ is a polynomial $p$ such that $p(A) v=0$. The annihilating polynomial of $v$ of minimal degree and with coefficient of the highest term equal to

1 is called the minimal polynomial of $v$. Similarly to the proof of Theorem 13.1.1, we can demonstrate that the minimal polynomial of $A$ is divisible by the minimal polynomial of a vector.

Theorem. For any operator $A: V \rightarrow V$ there exists a vector whose minimal polynomial (with respect to $A$ ) coincides with the minimal polynomial of the operator $A$.

Proof. Any ideal $I$ in the ring of polynomials in one indeterminate is generated by a polynomial $f$ of minimal degree. Indeed, if $g \in I$ and $f \in I$ is a polynomial of minimal degree, then $g=f h+r$, hence, $r \in I$ since $f h \in I$.

For any vector $v \in V$ consider the ideal $I_{v}=\{p \mid p(A) v=0\}$; this ideal is generated by a polynomial $p_{v}$ with leading coefficient 1 . If $p_{A}$ is the minimal polynomial of $A$, then $p_{A} \in I_{v}$ and, therefore, $p_{A}$ is divisible by $p_{v}$. Hence, when $v$ runs over the whole of $V$ we get only a finite number of polynomials $p_{v}$. Let these be $p_{1}, \ldots, p_{k}$. The space $V$ is contained in the union of its subspaces $V_{i}=\left\{x \in V \mid p_{i}(A) x=0\right\}(i=1, \ldots, k)$ and, therefore, $V=V_{i}$ for a certain $i$. Then $p_{i}(A) V=0$; in other words $p_{i}$ is divisible by $p_{A}$ and, therefore, $p_{i}=p_{A}$.
13.2. Simple considerations show that the degree of the minimal polynomial of a matrix $A$ of order $n$ does not exceed $n^{2}$. It turns out that the degree of the minimal polynomial does not actually exceed $n$, since the characteristic polynomial of $A$ is an annihilating polynomial.

Theorem (Cayley-Hamilton). Let $p(t)=|t I-A|$. Then $p(A)=0$.
Proof. For the Jordan form of the operator the proof is obvious because $(t-\lambda)^{n}$ is an annihilating polynomial of $J_{n}(\lambda)$. Let us, however, give a proof which does not make use of the Jordan theorem.

We may assume that $A$ is a matrix (in a basis) of an operator over $\mathbb{C}$. Let us carry out the proof by induction on the order $n$ of $A$. For $n=1$ the statement is obvious.

Let $\lambda$ be an eigenvalue of $A$ and $e_{1}$ the corresponding eigenvector. Let us complement $e_{1}$ to a basis $e_{1}, \ldots, e_{n}$. In the basis $e_{1}, \ldots, e_{n}$ the matrix $A$ is of the form $\left(\begin{array}{cc}\lambda & * \\ 0 & A_{1}\end{array}\right)$, where $A_{1}$ is the matrix of the operator in the quotient space $V / \operatorname{Span}\left(e_{1}\right)$. Therefore, $p(t)=(t-\lambda)\left|t I-A_{1}\right|=(t-\lambda) p_{1}(t)$. By inductive hypothesis $p_{1}\left(A_{1}\right)=0$ in $V / \operatorname{Span}\left(e_{1}\right)$, i.e., $p_{1}\left(A_{1}\right) V \subset \operatorname{Span}\left(e_{1}\right)$. It remains to observe that $(\lambda I-A) e_{1}=0$.

Remark. Making use of the Jordan normal form it is easy to verify that the minimal polynomial of $A$ is equal to $\prod_{i}\left(t-\lambda_{i}\right)^{n_{i}}$, where the product runs over all distinct eigenvalues $\lambda_{i}$ of $A$ and $n_{i}$ is the order of the maximal Jordan block corresponding to $\lambda_{i}$. In particular, the matrix $A$ is diagonalizable if and only if the minimal polynomial has no multiple roots and all its roots belong to the ground field.
13.3. By the Cayley-Hamilton theorem the characteristic polynomial of a matrix of order $n$ coincides with its minimal polynomial if and only if the degree of the minimal polynomial is equal to $n$. The minimal polynomial of a matrix $A$ is the minimal polynomial for a certain vector $v$ (cf. Theorem 13.1.2). Therefore, the characteristic polynomial coincides with the minimal polynomial if and only if for a certain vector $v$ the vectors $v, A v, \ldots, A^{n-1} v$ are linearly independent.

Theorem ([Farahat, Lederman, 1958]). The characteristic polynomial of a matrix $A$ of order $n$ coincides with its minimal polynomial if and only if for any vector $\left(x_{1}, \ldots, x_{n}\right)$ there exist columns $P$ and $Q$ of length $n$ such that $x_{k}=Q^{T} A^{k} P$.

Proof. First, suppose that the degree of the minimal polynomial of $A$ is equal to $n$. Then there exists a column $P$ such that the columns $P, A P, \ldots, A^{n-1} P$ are linearly independent, i.e., the matrix $K$ formed by these columns is invertible. Any vector $X=\left(x_{1}, \ldots, x_{n}\right)$ can be represented in the form $X=\left(X K^{-1}\right) K=$ $\left(Q^{T} P, \ldots, Q^{T} A^{n-1} P\right)$, where $Q^{T}=X K^{-1}$.

Now, suppose that for any vector $\left(x_{1}, \ldots, x_{n}\right)$ there exist columns $P$ and $Q$ such that $x_{k}=Q^{T} A^{k} P$. Then there exist columns $P_{1}, \ldots, P_{n}, Q_{1}, \ldots, Q_{n}$ such that the matrix

$$
B=\left(\begin{array}{ccc}
Q_{1}^{T} P_{1} & \ldots & Q_{1}^{T} A^{n-1} P_{1} \\
\vdots & \ldots & \vdots \\
Q_{n}^{T} P_{n} & \ldots & Q_{n}^{T} A^{n-1} P_{n}
\end{array}\right)
$$

is invertible. The matrices $I, A, \ldots, A^{n-1}$ are linearly independent because otherwise the columns of $B$ would be linearly dependent.
13.4. The Cayley-Hamilton theorem has several generalizations. We will confine ourselves to one of them.
13.4.1. Theorem ([Greenberg, 1984]). Let $p_{A}(t)$ be the characteristic polynomial of a matrix $A$, and let a matrix $X$ commute with $A$. Then $p_{A}(X)=M(A-X)$, where $M$ is a matrix that commutes with $A$ and $X$.

Proof. Since $B \cdot \operatorname{adj} B=|B| \cdot I($ see 2.4),

$$
p_{A}(\lambda) \cdot I=[\operatorname{adj}(\lambda I-A)](\lambda I-A)=\left(\sum_{k=0}^{n-1} A_{k} \lambda^{k}\right)(\lambda I-A)=\sum_{k=0}^{n} \lambda^{k} A_{k}^{\prime}
$$

All matrices $A_{k}^{\prime}$ are diagonal, since so is $p_{A}(\lambda) I$. Hence, $p_{A}(X)=\sum_{k=0}^{n} X^{k} A_{k}^{\prime}$. If $X$ commutes with $A$ and $A_{k}$, then $p_{A}(X)=\left(\sum_{k=0}^{n-1} A_{k} X^{k}\right)(X-A)$. But the matrices $A_{k}$ can be expressed as polynomials of $A$ (see Problem 2.11) and, therefore, if $X$ commutes with $A$ then $X$ commutes with $A_{k}$.

## Problems

13.1. Let $A$ be a matrix of order $n$ and

$$
f_{1}(A)=A-(\operatorname{tr} A) I, \quad f_{k+1}(A)=f_{k}(A) A-\frac{1}{k+1} \operatorname{tr}\left(f_{k}(A) A\right) I
$$

Prove that $f_{n}(A)=0$.
13.2. Let $A$ and $B$ be matrices of order $n$. Prove that if $\operatorname{tr} A^{m}=\operatorname{tr} B^{m}$ for $m=1, \ldots, n$ then the eigenvalues of $A$ and $B$ coincide.
13.3. Let a matrix $A$ be invertible and let its minimal polynomial $p(\lambda)$ coincide with its characteristic polynomial. Prove that the minimal polynomial of $A^{-1}$ is equal to $p(0)^{-1} \lambda^{n} p\left(\lambda^{-1}\right)$.
13.4. Let the minimal polynomial of a matrix $A$ be equal to $\Pi\left(x-\lambda_{i}\right)^{n_{i}}$. Prove that the minimal polynomial of $\left(\begin{array}{cc}A & I \\ 0 & A\end{array}\right)$ is equal to $\prod\left(x-\lambda_{i}\right)^{n_{i}+1}$.

## 14. The Frobenius canonical form

14.1. The Jordan form is just one of several canonical forms of matrices of linear operators. An example of another canonical form is the cyclic form also known as the Frobenius canonical form.

A Frobenius or cyclic block is a matrix of the form

$$
\left(\begin{array}{cccccc}
0 & 0 & 0 & \ldots & 0 & -a_{0} \\
1 & 0 & 0 & \ldots & 0 & -a_{1} \\
0 & 1 & 0 & \ldots & 0 & -a_{2} \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 & -a_{n-1}
\end{array}\right)
$$

If $A: V^{n} \rightarrow V^{n}$ and $A e_{1}=e_{2}, \ldots, A e_{n-1}=e_{n}$ then the matrix of the operator $A$ with respect to $e_{1}, \ldots, e_{n}$ is a cyclic block.

Theorem. For any linear operator $A: V \rightarrow V($ over $\mathbb{C}$ or $\mathbb{R})$ there exists a basis in which the matrix of $A$ is of block diagonal form with cyclic diagonal blocks.

Proof (Following [Jacob, 1973]). We apply induction on $\operatorname{dim} V$. If the degree of the minimal polynomial of $A$ is equal to $k$, then there exists a vector $y \in V$ the degree of whose minimal polynomial is also equal to $k$ (see Theorem 13.1.2). Let $y_{i}=A^{i-1} y$. Let us complement the basis $y_{1}, \ldots, y_{k}$ of $W=\operatorname{Span}\left(y_{1}, \ldots, y_{k}\right)$ to a basis of $V$ and consider $W_{1}^{*}=\operatorname{Span}\left(y_{k}^{*}, A^{*} y_{k}^{*}, \ldots, A^{* k-1} y_{k}^{*}\right)$. Let us prove that $V=W \oplus W_{1}^{* \perp}$ is an $A$-invariant decomposition of $V$.

The degree of the minimal polynomial of $A^{*}$ is also equal to $k$ and, therefore, $W_{1}^{*}$ is invariant with respect to $A^{*}$; hence, $\left(W_{1}^{*}\right)^{\perp}$ is invariant with respect to $A$. It remains to demonstrate that $W_{1}^{*} \cap W^{\perp}=0$ and $\operatorname{dim} W_{1}^{*}=k$. Suppose that $a_{0} y_{k}^{*}+\cdots+a_{s} A^{* s} y_{k}^{*} \in W^{\perp}$ for $0 \leq s \leq k-1$ and $a_{s} \neq 0$. Then $A^{* k-s-1}\left(a_{0} y_{k}^{*}+\right.$ $\left.\cdots+a_{s} A^{* s} y_{k}^{*}\right) \in W^{\perp} ;$ hence,

$$
\begin{aligned}
0 & =\left\langle a_{0} A^{* k-s-1} y_{k}^{*}+\cdots+a_{s} A^{k-1} y_{k}^{*}, y\right\rangle \\
& =a_{0}\left\langle y_{k}^{*}, A^{k-s-1} y\right\rangle+\cdots+a_{s}\left\langle y_{k}^{*}, A^{k-1} y\right\rangle \\
& =a_{0}\left\langle y_{k}^{*}, y_{k-s}\right\rangle+\cdots+a_{s}\left\langle y_{k}^{*}, y_{k}\right\rangle=a_{s} .
\end{aligned}
$$

Contradiction.
The matrix of the restriction of $A$ to $W$ in the basis $y_{1}, \ldots, y_{k}$ is a cyclic block. The restriction of $A$ to $W_{1}^{* \perp}$ can be represented in the required form by the inductive hypothesis.

Remark. In the process of the proof we have found a basis in which the matrix of $A$ is of block diagonal form with cyclic blocks on the diagonal whose characteristic polynomials are $p_{1}, p_{2}, \ldots, p_{k}$, where $p_{1}$ is the minimal polynomial for $A, p_{2}$ the minimal polynomial of the restriction of $A$ to a subspace, and, therefore, $p_{2}$ is a divisor of $p_{1}$. Similarly, $p_{i+1}$ is a divisor of $p_{i}$.
14.2. Let us prove that the characteristic polynomial of the cyclic block

$$
A=\left(\begin{array}{ccccccc}
0 & 0 & \ldots & 0 & 0 & 0 & -a_{0} \\
1 & 0 & \ldots & 0 & 0 & 0 & -a_{1} \\
0 & 1 & \ldots & 0 & 0 & 0 & -a_{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & & \\
0 & 0 & \ldots & 1 & 0 & 0 & -a_{n-3} \\
0 & 0 & \ldots & 0 & 1 & 0 & -a_{n-2} \\
0 & 0 & \ldots & 0 & 0 & 1 & -a_{n-1}
\end{array}\right)
$$

is equal to $\lambda^{n}+\sum_{k=0}^{n-1} a_{k} \lambda_{k}$. Indeed, since $A e_{1}=e_{2}, \ldots, A e_{n-1}=e_{n}$, and $A e_{n}=-\sum_{k=0}^{n-1} a_{k} e_{k+1}$, it follows that

$$
\left(A^{n}+\sum_{k=0}^{n-1} a_{k} A^{k}\right) e_{1}=0
$$

Taking into account that $e_{i}=A^{i-1} e_{1}$ we see that $\lambda^{n}+\sum_{k=0}^{n-1} a_{k} \lambda^{k}$ is an annihilating polynomial of $A$. It remains to notice that the vectors $e_{1}, A e_{1}, \ldots, A^{n-1} e_{1}$ are linearly independent and, therefore, the degree of the minimal polynomial of $A$ is no less than $n$.

As a by product we have proved that the characteristic polynomial of a cyclic block coincides with its minimal polynomial.

## Problems

14.1. The matrix of an operator $A$ is block diagonal and consists of two cyclic blocks with relatively prime characteristic polynomials, $p$ and $q$. Prove that it is possible to select a basis so that the matrix becomes one cyclic block.
14.2. Let $A$ be a Jordan block, i.e., there exists a basis $e_{1}, \ldots, e_{n}$ such that $A e_{1}=\lambda e_{1}$ and $A e_{k}=e_{k-1}+\lambda e_{k}$ for $k=2, \ldots, n$. Prove that there exists a vector $v$ such that the vectors $v, A v, \ldots, A^{n-1} v$ constitute a basis (then the matrix of the operator $A$ with respect to the basis $v, A v, \ldots, A^{n-1} v$ is a cyclic block).
14.3. For a cyclic block $A$ indicate a symmetric matrix $S$ such that $A=S A^{T} S^{-1}$.

## 15. How to reduce the diagonal to a convenient form

15.1. The transformation $A \mapsto X A X^{-1}$ preserves the trace and, therefore, the diagonal elements of the matrix $X A X^{-1}$ cannot be made completely arbitrary. We can, however, reduce the diagonal of $A$ to a, sometimes, more convenient form; for example, a matrix $A \neq \lambda I$ is similar to a matrix whose diagonal elements are $(0, \ldots, 0, \operatorname{tr} A)$; any matrix is similar to a matrix all diagonal elements of which are equal.

Theorem ([Gibson, 1975]). Let $A \neq \lambda I$. Then $A$ is similar to a matrix with the diagonal $(0, \ldots, 0, \operatorname{tr} A)$.

Proof. The diagonal of a cyclic block is of the needed form. Therefore, the statement is true for any matrix whose characteristic and minimal polynomials coincide (cf. 14.1).

For a matrix of order 2 the characteristic polynomial does not coincide with the minimal one only for matrices of the form $\lambda I$. Let now $A$ be a matrix of order 3 such that $A \neq \lambda I$ and the characteristic polynomial of $A$ does not coincide with its minimal polynomial. Then the minimal polynomial of $A$ is of the form $(x-\lambda)(x-\mu)$ whereas the characteristic polynomial is $(x-\lambda)^{2}(x-\mu)$ and the case $\lambda=\mu$ is not excluded. Therefore, the matrix $A$ is similar to the matrix $C=\left(\begin{array}{ccc}0 & a & 0 \\ 1 & b & 0 \\ 0 & 0 & \lambda\end{array}\right)$ and the characteristic polynomial of $\left(\begin{array}{cc}0 & a \\ 1 & b\end{array}\right)$ is divisible by $x-\lambda$, i.e., $\lambda^{2}-b \lambda-a=0$.

If $b=\lambda=0$, then the theorem holds.
If $b=\lambda \neq 0$, then $b^{2}-b^{2}-a=0$, i.e., $a=0$. In this case

$$
\left(\begin{array}{ccc}
0 & 0 & 0 \\
1 & b & 0 \\
0 & 0 & b
\end{array}\right)\left(\begin{array}{ccc}
b & b & b \\
-1 & 0 & 0 \\
b & 0 & b
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & b & b \\
b^{2} & 0 & b^{2}
\end{array}\right)=\left(\begin{array}{ccc}
b & b & b \\
-1 & 0 & 0 \\
b & 0 & b
\end{array}\right)\left(\begin{array}{ccc}
0 & -b & -b \\
-b & 0 & -b \\
b & b & 2 b
\end{array}\right),
$$

and $\operatorname{det}\left(\begin{array}{ccc}b & b & b \\ -1 & 0 & 0 \\ b & 0 & b\end{array}\right) \neq 0$; therefore, $A$ is similar to $\left(\begin{array}{ccc}0 & -b & -b \\ -b & 0 & -b \\ b & b & 2 b\end{array}\right)$.
Let, finally, $b \neq \lambda$. Then for the matrix $D=\operatorname{diag}(b, \lambda)$ the theorem is true and, therefore, there exists a matrix $P$ such that $P D P^{-1}=\left(\begin{array}{ll}0 & * \\ * & *\end{array}\right)$. The matrix

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & P
\end{array}\right) C\left(\begin{array}{cc}
1 & 0 \\
0 & P^{-1}
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & P
\end{array}\right)\left(\begin{array}{cc}
0 & * \\
* & D
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & P^{-1}
\end{array}\right)=\left(\begin{array}{cc}
0 & * \\
* & P D P^{-1}
\end{array}\right)
$$

is of the required form.
Now, suppose our theorem holds for matrices of order $m$, where $m \geq 3$. A matrix $A$ of order $m+1$ is of the form $\left(\begin{array}{cc}A_{1} & * \\ * & *\end{array}\right)$, where $A_{1}$ is a matrix of order $m$. Since $A \neq \lambda I$, we can assume that $A_{1} \neq \lambda I$ (otherwise we perform a permutation of rows and columns, cf. Problem 12.2). By the inductive hypothesis there exists a matrix $P$ such that the diagonal of the matrix $P A_{1} P^{-1}$ is of the form $(0,0, \ldots, 0, \alpha)$ and, therefore, the diagonal of the matrix

$$
X=\left(\begin{array}{cc}
P & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
A_{1} & * \\
* & *
\end{array}\right)\left(\begin{array}{cc}
P^{-1} & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
P A_{1} P^{-1} & * \\
* & *
\end{array}\right)
$$

is of the form $(0, \ldots, 0, \alpha, \beta)$. If $\alpha=0$ we are done.
Let $\alpha \neq 0$. Then $X=\left(\begin{array}{cc}0 & * \\ * & C_{1}\end{array}\right)$, where the diagonal of the matrix $C_{1}$ of order $m$ is of the form $(0,0, \ldots, \alpha, \beta)$ and, therefore, $C_{1} \neq \lambda I$. Hence, there exists a matrix $Q$ such that the diagonal of $Q C Q^{-1}$ is of the form $(0, \ldots, 0, x)$. Therefore, the diagonal of $\left(\begin{array}{cc}1 & 0 \\ 0 & Q\end{array}\right)\left(\begin{array}{cc}0 & * \\ * & C_{1}\end{array}\right)\left(\begin{array}{cc}1 & 0 \\ 0 & Q^{-1}\end{array}\right)$ is of the required form.

Remark. The proof holds for a field of any characteristic.
15.2. Theorem. Let $A$ be an arbitrary complex matrix. Then there exists a unitary matrix $U$ such that the diagonal elements of $U A U^{-1}$ are equal.

Proof. On the set of unitary matrices, consider a function $f$ whose value at $U$ is equal to the maximal absolute value of the difference of the diagonal elements of $U A U^{-1}$. This function is continuous and is defined on a compact set and, therefore, it attains its minimum on this compact set. Therefore, to prove the theorem it suffices to show that with the help of the transformation $A \mapsto U A U^{-1}$ one can always diminish the maximal absolute value of the difference of the diagonal elements unless it is already equal to zero.

Let us begin with matrices of size $2 \times 2$. Let $u=\cos \alpha e^{i \varphi}, v=\sin \alpha e^{i \psi}$. Then in the $(1,1)$ position of the matrix

$$
\left(\begin{array}{cc}
u & v \\
-\bar{v} & \bar{u}
\end{array}\right)\left(\begin{array}{cc}
a_{1} & b \\
c & a_{2}
\end{array}\right)\left(\begin{array}{cc}
\bar{u} & -v \\
\bar{v} & u
\end{array}\right)
$$

there stands

$$
a_{1} \cos ^{2} \alpha+a_{2} \sin ^{2} \alpha+\left(b e^{i \beta}+c e^{-i \beta}\right) \cos \alpha \sin \alpha, \text { where } \beta=\varphi-\psi .
$$

When $\beta$ varies from 0 to $2 \pi$ the points $b e^{i \beta}+c e^{-i \beta}$ form an ellipse (or an interval) centered at $0 \in \mathbb{C}$. Indeed, the points $e^{i \beta}$ belong to the unit circle and the map $z \mapsto$ $b z+c \bar{z}$ determines a (possibly singular) $\mathbb{R}$-linear transformation of $\mathbb{C}$. Therefore, the number

$$
p=\left(b e^{i \beta}+c e^{-i \beta}\right) /\left(a_{1}-a_{2}\right)
$$

is real for a certain $\beta$. Hence, $t=\cos ^{2} \alpha+p \sin \alpha \cos \alpha$ is also real and

$$
a_{1} \cos ^{2} \alpha+a_{2} \sin ^{2} \alpha+\left(b e^{i \beta}+c e^{-i \beta}\right) \cos \alpha \sin \alpha=t a_{1}+(1-t) a_{2} .
$$

As $\alpha$ varies from 0 to $\frac{\pi}{2}$, the variable $t$ varies from 1 to 0 . In particular, $t$ takes the value $\frac{1}{2}$. In this case the both diagonal elements of the transformed matrix are equal to $\frac{1}{2}\left(a_{11}+a_{22}\right)$.

Let us treat matrices of size $n \times n$, where $n \geq 3$, as follows. Select a pair of diagonal elements the absolute value of whose difference is maximal (there could be several such pairs). With the help of a permutation matrix this pair can be placed in the positions $(1,1)$ and $(2,2)$ thanks to Problem 12.2. For the matrix $A^{\prime}=\left\|a_{i j}\right\|_{1}^{2}$ there exists a unitary matrix $U$ such that the diagonal elements of $U A^{\prime} U^{-1}$ are equal to $\frac{1}{2}\left(a_{11}+a_{22}\right)$. It is also clear that the transformation $A \mapsto U_{1} A U_{1}^{-1}$, where $U_{1}$ is the unitary matrix $\left(\begin{array}{cc}U & 0 \\ 0 & I\end{array}\right)$, preserves the diagonal elements $a_{33}, \ldots, a_{n n}$. Thus, we have managed to replace two fartherest apart diagonal elements $a_{11}$ and $a_{22}$ by their arithmetic mean. We do not increase in this way the maximal distance between points nor did we create new pairs the distance between which is equal to $\left|a_{11}-a_{22}\right|$ since

$$
\left|x-\frac{a_{11}+a_{22}}{2}\right| \leq \frac{\left|x-a_{11}\right|}{2}+\frac{\left|x-a_{22}\right|}{2} .
$$

After a finite number of such steps we get rid of all pairs of diagonal elements the distance between which is equal to $\left|a_{11}-a_{22}\right|$.

Remark. If $A$ is a real matrix, then we can assume that $u=\cos \alpha$ and $v=\sin \alpha$. The number $p$ is real in such a case. Therefore, if $A$ is real then $U$ can be considered to be an orthogonal matrix.
15.3. Theorem ([Marcus, Purves, 1959]). Any nonzero square matrix $A$ is similar to a matrix all diagonal elements of which are nonzero.

Proof. Any matrix $A$ of order $n$ is similar to a matrix all whose diagonal elements are equal to $\frac{1}{n} \operatorname{tr} A$ (see 15.2), and, therefore, it suffices to consider the case when $\operatorname{tr} A=0$. We can assume that $A$ is a Jordan block.

First, let us consider a matrix $A=\left\|a_{i j}\right\|_{1}^{n}$ such that $a_{i j}=\delta_{1 i} \delta_{2 j}$. If $U=\left\|u_{i j}\right\|$ is a unitary matrix then $U A U^{-1}=U A U^{*}=B$, where $b_{i i}=u_{i 1} \bar{u}_{i 2}$. We can select $U$ so that all elements $u_{i 1}, u_{i 2}$ are nonzero.

The rest of the proof will be carried out by induction on $n$; for $n=2$ the statement is proved.

Recall that we assume that $A$ is in the Jordan form. First, suppose that $A$ is a diagonal matrix and $a_{11} \neq 0$. Then $A=\left(\begin{array}{cc}a_{11} & 0 \\ 0 & \Lambda\end{array}\right)$, where $\Lambda$ is a nonzero diagonal matrix. Let $U$ be a matrix such that all elements of $U \Lambda U^{-1}$ are nonzero. Then the diagonal elements of the matrix

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & U
\end{array}\right)\left(\begin{array}{cc}
a_{11} & 0 \\
0 & \Lambda
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & U^{-1}
\end{array}\right)=\left(\begin{array}{cc}
a_{11} & 0 \\
0 & U \Lambda U^{-1}
\end{array}\right)
$$

are nonzero.
Now, suppose that a matrix $A$ is not diagonal. We can assume that $a_{12}=1$ and the matrix $C$ obtained from $A$ by crossing out the first row and the first column is a nonzero matrix. Let $U$ be a matrix such that all diagonal elements of $U C U^{-1}$ are nonzero. Consider the matrix

$$
D=\left(\begin{array}{cc}
1 & 0 \\
0 & U
\end{array}\right) A\left(\begin{array}{cc}
1 & 0 \\
0 & U^{-1}
\end{array}\right)=\left(\begin{array}{cc}
a_{11} & * \\
0 & U C U^{-1}
\end{array}\right) .
$$

The only zero diagonal element of $D$ could be $a_{11}$. If $a_{11}=0$ then for $\left(\begin{array}{cc}0 & * \\ 0 & d_{22}\end{array}\right)$ select a matrix $V$ such that the diagonal elements of $V\left(\begin{array}{cc}0 & * \\ 0 & d_{22}\end{array}\right) V^{-1}$ are nonzero. Then the diagonal elements of $\left(\begin{array}{cc}V & 0 \\ 0 & I\end{array}\right) D\left(\begin{array}{cc}V^{-1} & 0 \\ 0 & I\end{array}\right)$ are also nonzero.

## Problem

15.1. Prove that for any nonzero square matrix $A$ there exists a matrix $X$ such that the matrices $X$ and $A+X$ have no common eigenvalues.

## 16. The polar decomposition

16.1. Any complex number $z$ can be represented in the form $z=|z| e^{i \varphi}$. An analogue of such a representation is the polar decomposition of a matrix, $A=S U$, where $S$ is an Hermitian and $U$ is a unitary matrix.

Theorem. Any square matrix $A$ over $\mathbb{R}$ (or $\mathbb{C}$ ) can be represented in the form $A=S U$, where $S$ is a symmetric (Hermitian) nonnegative definite matrix and $U$ is an orthogonal (unitary) matrix. If $A$ is invertible such a representation is unique.

Proof. If $A=S U$, where $S$ is an Hermitian nonnegative definite matrix and $U$ is a unitary matrix, then $A A^{*}=S U U^{*} S=S^{2}$. To find $S$, let us do the following.

The Hermitian matrix $A A^{*}$ has an orthonormal eigenbasis and $A A^{*} e_{i}=\lambda_{i}^{2} e_{i}$, where $\lambda_{i} \geq 0$. Set $S e_{i}=\lambda_{i} e_{i}$. The Hermitian nonnegative definite matrix $S$ is uniquely determined by $A$. Indeed, let $e_{1}^{\prime}, \ldots, e_{n}^{\prime}$ be an orthonormal eigenbasis for $S$ and $S e_{i}^{\prime}=\lambda_{i}^{\prime} e_{i}^{\prime}$, where $\lambda_{i}^{\prime} \geq 0$. Then $\left(\lambda_{i}^{\prime}\right)^{2} e_{i}^{\prime}=S^{2} e_{i}^{\prime}=A A^{*} e_{i}^{\prime}$ and this equation uniquely determines $\lambda_{i}^{\prime}$.

Let $v_{1}, \ldots, v_{n}$ be an orthonormal basis of eigenvectors of the Hermitian operator $A^{*} A$ and $\left.A^{*} A v_{i}\right)=\mu_{i}^{2} v_{i}$, where $\mu_{i} \geq 0$. Since $\left(A v_{i}, A v_{j}\right)=\left(v_{i}, A^{*} A v_{j}\right)=\mu_{i}^{2}\left(v_{i}, v_{j}\right)$, we see that the vectors $A v_{1}, \ldots, A v_{n}$ are pairwise orthogonal and $\left|A v_{i}\right|=\mu_{i}$. Therefore, there exists an orthonormal basis $w_{1}, \ldots, w_{n}$ such that $A v_{i}=\mu_{i} w_{i}$. Set $U v_{i}=w_{i}$ and $S w_{i}=\mu_{i} w_{i}$. Then $S U v_{i}=S w_{i}=\mu_{i} w_{i}=A v_{i}$, i.e., $A=S U$.

In the decomposition $A=S U$ the matrix $S$ is uniquely defined. If $S$ is invertible then $U=S^{-1} A$ is also uniquely defined.

Remark. We can similarly construct a decomposition $A=U_{1} S_{1}$, where $S_{1}$ is a symmetric (Hermitian) nonnegative definite matrix and $U_{1}$ is an orthogonal (unitary) matrix. Here $S_{1}=S$ if and only if $A A^{*}=A^{*} A$, i.e., the matrix $A$ is normal.
16.2.1. Theorem. Any matrix $A$ can be represented in the form $A=U D W$, where $U$ and $W$ are unitary matrices and $D$ is a diagonal matrix.

Proof. Let $A=S V$, where $S$ is Hermitian and $V$ unitary. For $S$ there exists a unitary matrix $U$ such that $S=U D U^{*}$, where $D$ is a diagonal matrix. The matrix $W=U^{*} V$ is unitary and $A=S V=U D W$.
16.2.2. Theorem. If $A=S_{1} U_{1}=U_{2} S_{2}$ are the polar decompositions of an invertible matrix $A$, then $U_{1}=U_{2}$.

Proof. Let $A=U D W$, where $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ is a diagonal matrix, and $U$ and $W$ are unitary matrices. Consider the matrix $D_{+}=\operatorname{diag}\left(\left|d_{1}\right|, \ldots,\left|d_{n}\right|\right)$; then $D D_{+}=D_{+} D$ and, therefore,

$$
A=\left(U D_{+} U^{*}\right)\left(U D_{+}^{-1} D W\right)=\left(U D_{+}^{-1} D W\right)\left(W^{*} D_{+} W\right)
$$

The matrices $U D_{+} U^{*}$ and $W^{*} D_{+} W$ are positive definite and $D_{+}^{-1} D$ is unitary. The uniqueness of the polar decomposition of an invertible matrix implies that $S_{1}=U D_{+} U^{*}, S_{2}=W^{*} D_{+} W$ and $U_{1}=U D_{+}^{-1} D W=U_{2}$.

## Problems

16.1. Prove that any linear transformation of $\mathbb{R}^{n}$ is the composition of an orthogonal transformation and a dilation along perpendicular directions (with distinct coefficients).
16.2. Let $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a contraction operator, i.e., $|A x| \leq|x|$. The space $\mathbb{R}^{n}$ can be considered as a subspace of $\mathbb{R}^{2 n}$. Prove that $A$ is the restriction to $\mathbb{R}^{n}$ of the composition of an orthogonal transformation of $\mathbb{R}^{2 n}$ and the projection on $\mathbb{R}^{n}$.

## 17. Factorizations of matrices

### 17.1. The Schur decomposition.

Theorem (Schur). Any square matrix $A$ over $\mathbb{C}$ can be represented in the form $A=U T U^{*}$, where $U$ is a unitary and $T$ a triangular matrix; moreover, $A$ is normal if and only if $T$ is a diagonal matrix.

Proof. Let us prove by induction on the order of $A$. Let $x$ be an eigenvector of $A$, i.e., $A x=\lambda x$. We may assume that $|x|=1$. Let $W$ be a unitary matrix whose first column is made of the coordinates of $x$ (to construct such a matrix it suffices to complement $x$ to an orthonormal basis). Then

$$
W^{*} A W=\left(\begin{array}{cccc}
\lambda_{0} & * & * & * \\
\vdots & & & \\
0 & & &
\end{array}\right)
$$

By the inductive hypothesis there exists a unitary matrix $V$ such that $V^{*} A_{1} V$ is a triangular matrix. Then $U=\left(\begin{array}{cc}1 & 0 \\ 0 & V\end{array}\right)$ is the desired matrix.

It is easy to verify that the equations $T^{*} T=T T^{*}$ and $A^{*} A=A A^{*}$ are equivalent. It remains to prove that a triangular normal matrix is a diagonal matrix. Let

$$
T=\left(\begin{array}{cccc}
t_{11} & t_{12} & \ldots & t_{1 n} \\
0 & t_{21} & \ldots & t_{1 n} \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & t_{n n}
\end{array}\right)
$$

Then $\left(T T^{*}\right)_{11}=\left|t_{11}\right|^{2}+\left|t_{12}\right|^{2}+\cdots+\left|t_{1 n}\right|^{2}$ and $\left(T^{*} T\right)_{11}=\left|t_{11}\right|^{2}$. Therefore, the identity $T T^{*}=T^{*} T$ implies that $t_{12}=\cdots=t_{1 n}=0$.

Now, strike out the first row and the first column in $T$ and repeat the arguments.

### 17.2. The Lanczos decomposition.

Theorem ([Lanczos, 1958]). Any real $m \times n$-matrix $A$ of rank $p>0$ can be represented in the form $A=X \Lambda Y^{T}$, where $X$ and $Y$ are matrices of size $m \times p$ and $n \times p$ with orthonormal columns and $\Lambda$ is a diagonal matrix of size $p \times p$.

Proof (Following [Schwert, 1960]). The rank of $A^{T} A$ is equal to the rank of $A$; see Problem 8.3. Let $U$ be an orthogonal matrix such that $U^{T} A^{T} A U=$ $\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{p}, 0, \ldots, 0\right)$, where $\mu_{i}>0$. Further, let $y_{1}, \ldots, y_{p}$ be the first $p$ columns of $U$ and $Y$ the matrix formed by these columns. The columns $x_{i}=\lambda_{i}^{-1} A y_{i}$, where $\lambda_{i}=\sqrt{\mu_{i}}$, constitute an orthonormal system since $\left(A y_{i}, A y_{j}\right)=\left(y_{i}, A^{T} A y_{j}\right)=$ $\lambda_{j}^{2}\left(y_{i}, y_{j}\right)$. It is also clear that $A Y=\left(\lambda_{1} x_{1}, \ldots, \lambda_{p} x_{p}\right)=X \Lambda$, where $X$ is a matrix constituted from $x_{1}, \ldots, x_{p}, \Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{p}\right)$. Now, let us prove that $A=X \Lambda Y^{T}$. For this let us again consider the matrix $U=\left(Y, Y_{0}\right)$. Since $\operatorname{Ker} A^{T} A=\operatorname{Ker} A$ and $\left(A^{T} A\right) Y_{0}=0$, it follows that $A Y_{0}=0$. Hence, $A U=(X \Lambda, 0)$ and, therefore, $A=(X \Lambda, 0) U^{T}=X \Lambda Y^{T}$.

Remark. Since $A U=(X \Lambda, 0)$, then $U^{T} A^{T}=\binom{\Lambda X^{T}}{0}$. Multiplying this equality by $U$, we get $A^{T}=Y \Lambda X^{T}$. Hence, $A^{T} X=Y \Lambda X^{T} X=Y \Lambda$, since $X^{T} X=I_{p}$. Therefore, $\left(X^{T} A\right)\left(A^{T} X\right)=\left(\Lambda Y^{T}\right)(Y \Lambda)=\Lambda^{2}$, since $Y^{T} Y=I_{p}$. Thus, the columns of $X$ are eigenvectors of $A A^{T}$.
17.3. Theorem. Any square matrix $A$ can be represented in the form $A=S T$, where $S$ and $T$ are symmetric matrices, and if $A$ is real, then $S$ and $T$ can also be considered to be real matrices.

Proof. First, observe that if $A=S T$, where $S$ and $T$ are symmetric matrices, then $A=S T=S(T S) S^{-1}=S A^{T} S^{-1}$, where $S$ is a symmetric matrix. The other way around, if $A=S A^{T} S^{-1}$, where $S$ is a symmetric matrix, then $A=S T$, where $T=A^{T} S^{-1}$ is a symmetric matrix, since $\left(A^{T} S^{-1}\right)^{T}=S^{-1} A=S^{-1} S A^{T} S^{-1}=$ $A^{T} S^{-1}$.

If $A$ is a cyclic block then there exists a symmetric matrix $S$ such that $A=$ $S A^{T} S^{-1}$ (Problem 14.3). For any $A$ there exists a matrix $P$ such that $B=P^{-1} A P$ is in Frobenius form. For $B$ there exists a symmetric matrix $S$ such that $B=$ $S B^{T} S^{-1}$. Hence, $A=P B P^{-1}=P S B^{T} S^{-1} P^{-1}=S_{1} A S_{1}^{-1}$, where $S_{1}=P S P^{T}$ is a symmetric matrix.

To prove the theorem we could have made use of the Jordan form as well. In order to do this, it suffices to notice that, for example,

$$
\left(\begin{array}{ccc}
\Lambda & E & 0 \\
0 & \Lambda & E \\
0 & 0 & \Lambda
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & E \\
0 & E & 0 \\
E & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
0 & 0 & \Lambda^{\prime} \\
0 & \Lambda^{\prime} & E \\
\Lambda^{\prime} & E & 0
\end{array}\right)
$$

where $\Lambda=\Lambda^{\prime}=\lambda$ and $E=1$ for the real case (or for a real $\lambda$ ) and for the complex case (i.e., $\lambda=a+b i, b \neq 0) \Lambda=\left(\begin{array}{cc}a & b \\ -b & a\end{array}\right), E=\left(\begin{array}{cc}0 & 1 \\ 1 & 0\end{array}\right)$ and $\Lambda^{\prime}=\left(\begin{array}{cc}b & a \\ a & -b\end{array}\right)$. For a Jordan block of an arbitrary size a similar decomposition also holds.

## Problems

17.1 (The Gauss factorization). All minors $\left|a_{i j}\right|_{1}^{p}, p=1, \ldots, n$ of a matrix $A$ of order $n$ are nonzero. Prove that $A$ can be represented in the form $A=T_{1} T_{2}$, where $T_{1}$ is a lower triangular and $T_{2}$ an upper triangular matrix.
17.2 (The Gram factorization). Prove that an invertible matrix $X$ can be represented in the form $X=U T$, where $U$ is an orthogonal matrix and $T$ is an upper triangular matrix.
17.3 ([Ramakrishnan, 1972]). Let $B=\operatorname{diag}\left(1, \varepsilon, \ldots, \varepsilon^{n-1}\right)$, where $\varepsilon=\exp \left(\frac{2 \pi i}{n}\right)$, and $C=\left\|c_{i j}\right\|_{1}^{n}$, where $c_{i j}=\delta_{i, j-1}$ (here $j-1$ is considered modulo $n$ ). Prove that any $n \times n$-matrix $M$ over $\mathbb{C}$ is uniquely representable in the form $M=$ $\sum_{k, l=0}^{n-1} a_{k l} B^{k} C^{l}$.
17.4. Prove that any skew-symmetric matrix $A$ can be represented in the form $A=S_{1} S_{2}-S_{2} S_{1}$, where $S_{1}$ and $S_{2}$ are symmetric matrices.

## 18. The Smith normal form. Elementary factors of matrices

18.1. Let $A$ be a matrix whose elements are integers or polynomials (we may assume that the elements of $A$ belong to a commutative ring in which the notion of the greatest common divisor is defined). Further, let $f_{k}(A)$ be the greatest common divisor of minors of order $k$ of $A$. The formula for determinant expansion with respect to a row indicates that $f_{k}$ is divisible by $f_{k-1}$.

The formula $A^{-1}=(\operatorname{adj} A) / \operatorname{det} A$ shows that the elements of $A^{-1}$ are integers (resp. polynomials) if $\operatorname{det} A= \pm 1$ (resp. $\operatorname{det} A$ is a nonzero number). The other way
around, if the elements of $A^{-1}$ are integers (resp. polynomials) then $\operatorname{det} A= \pm 1$ (resp. $\operatorname{det} A$ is a nonzero number) since $\operatorname{det} A \cdot \operatorname{det} A^{-1}=\operatorname{det}\left(A A^{-1}\right)=1$. Matrices $A$ with $\operatorname{det} A= \pm 1$ are called unities (of the corresponding matrix ring). The product of unities is, clearly, a unity.
18.1.1. Theorem. If $A^{\prime}=B A C$, where $B$ and $C$ are unity matrices, then $f_{k}\left(A^{\prime}\right)=f_{k}(A)$ for all admissible $k$.

Proof. From the Binet-Cauchy formula it follows that $f_{k}\left(A^{\prime}\right)$ is divisible by $f_{k}(A)$. Since $A=B^{-1} A^{\prime} C^{-1}$, then $f_{k}(A)$ is divisible by $f_{k}\left(A^{\prime}\right)$.
18.1.2. Theorem (Smith). For any matrix $A$ of size $m \times n$ there exist unity matrices $B$ and $C$ such that $B A C=\operatorname{diag}\left(g_{1}, g_{2}, \ldots, g_{p}, 0, \ldots, 0\right)$, where $g_{i+1}$ is divisible by $g_{i}$.

The matrix $\operatorname{diag}\left(g_{1}, g_{2}, \ldots, g_{p}, 0, \ldots, 0\right)$ is called the Smith normal form of $A$.
Proof. The multiplication from the right (left) by the unity matrix $\left\|a_{i j}\right\|_{1}^{n}$, where $a_{i i}=1$ for $i \neq p, q$ and $a_{p q}=a_{q p}=1$ the other elements being zero, performs a permutation of $p$ th column (row) with the $q$ th one. The multiplication from the right by the unity matrix $\left\|a_{i j}\right\|_{1}^{n}$, where $a_{i i}=1(i=1, \ldots, n)$ and $a_{p q}=f$ (here $p$ and $q$ are fixed distinct numbers), performs addition of the $p$ th column multiplied by $f$ to the $q$ th column whereas the multiplication by it from the left performs the addition of the $q$ th row multiplied by $f$ to the $p$ th one. It remains to verify that by such operations the matrix $A$ can be reduced to the desired form.

Define the norm of an integer as its absolute value and the norm of a polynomial as its degree. Take a nonzero element $a$ of the given matrix with the least norm and place it in the $(1,1)$ position. Let us divide all elements of the first row by $a$ with a remainder and add the multiples of the first column to the columns 2 to $n$ so that in the first row we get the remainders after division by $a$.

Let us perform similar operations over columns. If after this in the first row and the first column there is at least one nonzero element besides $a$ then its norm is strictly less than that of $a$. Let us place this element in the position $(1,1)$ and repeat the above operations. The norm of the upper left element strictly diminishes and, therefore, at the end in the first row and in the first column we get just one nonzero element, $a_{11}$.

Suppose that the matrix obtained has an element $a_{i j}$ not divisible by $a_{11}$. Add to the first column the column that contains $a_{i j}$ and then add to the row that contains $a_{i j}$ a multiple of the first row so that the element $a_{i j}$ is replaced by the remainder after division by $a_{11}$. As a result we get an element whose norm is strictly less than that of $a_{11}$. Let us place it in position $(1,1)$ and repeat the indicated operations. At the end we get a matrix of the form $\left(\begin{array}{cc}g_{1} & 0 \\ 0 & A^{\prime}\end{array}\right)$, where the elements of $A^{\prime}$ are divisible by $g_{1}$.

Now, we can repeat the above arguments for the matrix $A^{\prime}$.
Remark. Clearly, $f_{k}(A)=g_{1} g_{2} \ldots g_{k}$.
18.2. The elements $g_{1}, \ldots, g_{p}$ obtained in the Smith normal form are called invariant factors of $A$. They are expressed in terms of divisors of minors $f_{k}(A)$ as follows: $g_{k}=f_{k} / f_{k-1}$ if $f_{k-1} \neq 0$.

Every invariant factor $g_{i}$ can be expanded in a product of powers of primes (resp. powers of irreducible polynomials). Such factors are called elementary divisors of $A$. Each factor enters the set of elementary divisors multiplicity counted.

Elementary divisors of real or complex matrix $A$ are elementary divisors of the matrix $x I-A$. The product of all elementary divisors of a matrix $A$ is equal, up to a sign, to its characteristic polynomial.

## Problems

18.1. Compute the invariant factors of a Jordan block and of a cyclic block.
18.2. Let $A$ be a matrix of order $n$, let $f_{n-1}$ be the greatest common divisor of the $(n-1)$-minors of $x I-A$. Prove that the minimal polynomial $A$ is equal to $\frac{|x I-A|}{f_{n-1}}$.

## Solutions

11.1. a) The trace of $A B-B A$ is equal to 0 and, therefore, $A B-B A$ cannot be equal to $I$.
b) If $|A| \neq 0$ and $A B-B A=A$, then $A^{-1} A B-A^{-1} B A=I$. But $\operatorname{tr}(B-$ $\left.A^{-1} B A\right)=0$ and $\operatorname{tr} I=n$.
11.2. Let all elements of $B$ be equal to 1 and $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Then $A=\Lambda B \Lambda^{-1}$ and if $x$ is an eigenvector of $B$ then $\Lambda x$ is an eigenvector of $A$. The vector $(1, \ldots, 1)$ is an eigenvector of $B$ corresponding to the eigenvalue $n$ and the ( $n-1$ )-dimensional subspace $x_{1}+\cdots+x_{n}=0$ is the eigenspace corresponding to eigenvalue 0 .
11.3. If $\lambda$ is not an eigenvalue of the matrices $\pm A$, then $A$ can be represented as one half times the sum of the invertible matrices $A+\lambda I$ and $A-\lambda I$.
11.4. Obviously, the coefficients of the characteristic polynomial depend continuously on the elements of the matrix. It remains to prove that the roots of the polynomial $p(x)=x^{n}+a_{1} x^{n-1}+\cdots+a_{n}$ depend continuously on $a_{1}, \ldots, a_{n}$. It suffices to carry out the proof for the zero root (for a nonzero root $x_{1}$ we can consider the change of variables $y=x-x_{1}$ ). If $p(0)=0$ then $a_{n}=0$. Consider a polynomial $q(x)=x^{n}+b_{1} x^{n-1}+\cdots+b_{n}$, where $\left|b_{i}-a_{i}\right|<\delta$. If $x_{1}, \ldots, x_{n}$ are the roots of $q$, then $\left|x_{1} \ldots x_{n}\right|=\left|b_{n}\right|<\delta$ and, therefore, the absolute value of one of the roots of $q$ is less than $\sqrt[n]{\delta}$. The $\delta$ required can be taken to be equal to $\varepsilon^{n}$.
11.5. If the sum of the elements of every row of $A$ is equal to $s$, then $A e=$ se, where $e$ is the column $(1,1, \ldots, 1)^{T}$. Therefore, $A^{-1}(A e)=A^{-1}(s e)$; hence, $A^{-1} e=(1 / s) e$, i.e., the sum of the elements of every row of $A^{-1}$ is equal to $1 / s$.
11.6. Let $S_{1}$ be the first column of $S$. Equating the first columns of $A S$ and $S \Lambda$, where the first column of $\Lambda$ is of the form $(\lambda, 0, \ldots, 0)^{T}$, we get $A S_{1}=\lambda S_{1}$.
11.7. It is easy to verify that $|\lambda I-A|=\sum_{k=0}^{n} \lambda^{n-k}(-1)^{k} \Delta_{k}(A)$, where $\Delta_{k}(A)$ is the sum of all principal $k$-minors of $A$. It follows that

$$
\sum_{i=1}^{n}\left|\lambda I-A_{i}\right|=\sum_{i=1}^{n} \sum_{k=0}^{n-1} \lambda^{n-k-1}(-1)^{k} \Delta_{k}\left(A_{i}\right)
$$

It remains to notice that

$$
\sum_{i=1}^{n} \Delta_{k}\left(A_{i}\right)=(n-k) \Delta_{k}(A)
$$

since any principal $k$-minor of $A$ is a principal $k$-minor for $n-k$ matrices $A_{i}$.
11.8. Since $\operatorname{adj}\left(P X P^{-1}\right)=P(\operatorname{adj} X) P^{-1}$, we can assume that $A$ is in the Jordan normal form. In this case adj $A$ is an upper triangular matrix (by Problem 2.6) and it is easy to compute its diagonal elements.
11.9. Let $S=\left\|\delta_{i, n-j}\right\|_{0}^{n}$. Then $A S=\left\|b_{i j}\right\|_{0}^{n}$ and $S A=\left\|c_{i j}\right\|_{0}^{n}$, where $b_{i j}=$ $a_{i, n-j}$ and $c_{i j}=a_{n-i, j}$. Therefore, the central symmetry of $A$ means that $A S=S A$. It is also easy to see that $x$ is a symmetric vector if $S x=x$ and skew-symmetric if $S x=-x$.

Let $\lambda$ be an eigenvalue of $A$ and $A y=\lambda y$, where $y \neq 0$. Then $A(S y)=S(A y)=$ $S(\lambda y)=\lambda(S y)$. If $S y=-y$ we can set $x=y$. If $S y \neq-y$ we can set $x=y+S y$ and then $A x=\lambda x$ and $S x=x$.
11.10. Since

$$
A e_{i}=a_{n-i+1, i} e_{n-i+1}=x_{n-i+1} e_{n-i+1}
$$

and $A e_{n-i+1}=x_{i} e_{i}$, the subspaces $V_{i}=\operatorname{Span}\left(e_{i}, e_{n-i+1}\right)$ are invariant with respect to $A$. For $i \neq n-i+1$ the matrix of the restriction of $A$ to $V_{i}$ is of the form $B=\left(\begin{array}{cc}0 & \lambda \\ \mu & 0\end{array}\right)$. The eigenvalues of $B$ are equal to $\pm \sqrt{\lambda \mu}$. If $\lambda \mu=0$ and $B$ is diagonalizable, then $B=0$. Therefore, the matrix $B$ is diagonalizable if and only if both numbers $\lambda$ and $\mu$ are simultaneously equal or not equal to zero.

Thus, the matrix $A$ is diagonalizable if and only if the both numbers $x_{i}$ and $x_{n-i+1}$ are simultaneously equal or not equal to 0 for all $i$.
11.11. a) Suppose the columns $x_{1}, \ldots, x_{m}$ correspond to real eigenvalues $\alpha_{1}$, $\ldots, \alpha_{m}$. Let $X=\left(x_{1}, \ldots, x_{m}\right)$ and $D=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{m}\right)$. Then $A X=X D$ and since $D$ is a real matrix, then $A X X^{*}=X D X^{*}=X(X D)^{*}=X(A X)^{*}=X X^{*} A^{*}$. If the vectors $x_{1}, \ldots, x_{m}$ are linearly independent, then $\operatorname{rank} X X^{*}=\operatorname{rank} X=m$ (see Problem 8.3) and, therefore, for $S$ we can take $X X^{*}$.

Now, suppose that $A S=S A^{*}$ and $S$ is a nonnegative definite matrix of rank $m$. Then there exists an invertible matrix $P$ such that $S=P N P^{*}$, where $N=$ $\left(\begin{array}{cc}I_{m} & 0 \\ 0 & 0\end{array}\right)$. Let us multiply both parts of the identity $A S=S A^{*}$ by $P^{-1}$ from the left and by $\left(P^{*}\right)^{-1}$ from the right; we get $\left(P^{-1} A P\right) N=N\left(P^{-1} A P\right)^{*}$. Let $P^{-1} A P=B=\left(\begin{array}{ll}B_{11} & B_{12} \\ B_{21} & B_{22}\end{array}\right)$, where $B_{11}$ is a matrix of order $m$. Since $B N=N B^{*}$, then $\left(\begin{array}{ll}B_{11} & 0 \\ B_{21} & 0\end{array}\right)=\left(\begin{array}{cc}B_{11}^{*} & B_{21}^{*} \\ 0 & 0\end{array}\right)$, i.e., $B=\left(\begin{array}{cc}B_{11} & B_{12} \\ 0 & B_{22}\end{array}\right)$, where $B_{11}$ is an Hermitian matrix of order $m$. The matrix $B_{11}$ has $m$ linearly independent eigenvectors $z_{1}, \ldots, z_{m}$ with real eigenvalues. Since $A P=P B$ and $P$ is an invertible matrix, then the vectors $P\binom{z_{1}}{0}, \ldots, P\binom{z_{m}}{0}$ are linearly independent and are eigenvectors of $A$ corresponding to real eigenvalues.
b) The proof is largely similar to that of a): in our case $A X X^{*} A^{*}=A X(A X)^{*}=$ $X D(X D)^{*}=X D D^{*} X^{*}=X X^{*}$.

If $A S A^{*}=S$ and $S=P N P^{*}$, then $P^{-1} A P N\left(P^{-1} A P\right)^{*}=N$, i.e.,

$$
\left(\begin{array}{cc}
B_{11} B_{11}^{*} & B_{11} B_{21}^{*} \\
B_{21} B_{11}^{*} & B_{21} B_{21}^{*}
\end{array}\right)=\left(\begin{array}{cc}
I_{m} & 0 \\
0 & 0
\end{array}\right) .
$$

Therefore, $B_{21}=0$ and $P^{-1} A P=B=\left(\begin{array}{cc}B_{11} & B_{12} \\ 0 & B_{22}\end{array}\right)$, where $B_{11}$ is unitary.
12.1. Let $A$ be a Jordan block of order $k$. It is easy to verify that in this case $S_{k} A=A^{T} S_{k}$, where $S_{k}=\left\|\delta_{i, k+1-j}\right\|_{1}^{k}$ is an invertible matrix. If $A$ is the direct sum of Jordan blocks, then we can take the direct sum of the matrices $S_{k}$.
12.2. The matrix $P^{-1}$ corresponds to the permutation $\sigma^{-1}$ and, therefore, $P^{-1}=$ $\left\|q_{i j}\right\|_{1}^{n}$, where $q_{i j}=\delta_{\sigma(i) j}$. Let $P^{-1} A P=\left\|b_{i j}\right\|_{1}^{n}$. Then $b_{i j}=\sum_{s, t} \delta_{\sigma(i) s} a_{s t} \delta_{t \sigma(j)}=$ $a_{\sigma(i) \sigma(j)}$.
12.3. Let $\lambda_{1}, \ldots, \lambda_{m}$ be distinct eigenvalues of $A$ and $p_{i}$ the multiplicity of the eigenvalue $\lambda_{i}$. Then $\operatorname{tr}\left(A^{k}\right)=p_{1} \lambda_{1}^{k}+\cdots+p_{m} \lambda_{m}^{k}$. Therefore,

$$
\left\|b_{i j}\right\|_{0}^{m-1}=p_{1} \ldots p_{m} \prod_{i \neq j}\left(\lambda_{i}-\lambda_{j}\right)^{2} \quad \text { (See Problem 1.18) }
$$

To compute $\left|b_{i j}\right|_{0}^{m}$ we can, for example, replace $p_{m} \lambda_{m}^{k}$ with $\lambda_{m}^{k}+\left(p_{m}-1\right) \lambda_{m}^{k}$ in the expression for $\operatorname{tr}\left(A^{k}\right)$.
12.4. If $A^{\prime}=P^{-1} A P$, then $\left(A^{\prime}+\lambda I\right)^{-1} A^{\prime}=P^{-1}(A+\lambda I)^{-1} A P$ and, therefore, it suffices to consider the case when $A$ is a Jordan block. If $A$ is invertible, then $\lim _{\lambda \rightarrow 0}(A+\lambda I)^{-1}=A^{-1}$. Let $A=0 \cdot I+N=N$ be a Jordan block with zero eigenvalue. Then

$$
(N+\lambda I)^{-1} N=\lambda^{-1}\left(I-\lambda^{-1} N+\lambda^{-2} N^{2}-\ldots\right) N=\lambda^{-1} N-\lambda^{-2} N^{2}+\ldots
$$

and the limit as $\lambda \rightarrow 0$ exists only if $N=0$.
Thus, the limit indicated exists if and only if the matrix $A$ does not have nonzero blocks with zero eigenvalues. This condition is equivalent to $\operatorname{rank} A=\operatorname{rank} A^{2}$.
13.1. Let $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ be the diagonal of the Jordan normal form of $A$ and $\sigma_{k}=\sigma_{k}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Then $|\lambda I-A|=\sum_{k=0}^{n}(-1)^{k} \lambda^{n-k} \sigma_{k}$. Therefore, it suffices to demonstrate that $f_{m}(A)=\sum_{k=0}^{m}(-1)^{k} A^{m-k} \sigma_{k}$ for all $m$. For $m=1$ this equation coincides with the definition of $f_{1}$. Suppose the statement is proved for $m$; let us prove it for $m+1$. Clearly,

$$
f_{m+1}(A)=\sum_{k=0}^{m}(-1)^{k} A^{m-k+1} \sigma_{k}-\frac{1}{m+1} \operatorname{tr}\left(\sum_{k=0}^{m}(-1)^{k} A^{m-k+1} \sigma_{k}\right) I .
$$

Since

$$
\operatorname{tr}\left(\sum_{k=0}^{m}(-1)^{k} A^{m-k+1} \sigma_{k}\right)=\sum_{k=0}^{m}(-1)^{k} s_{m-k+1} \sigma_{k},
$$

where $s_{p}=\lambda_{1}^{p}+\cdots+\lambda_{n}^{p}$, it remains to observe that

$$
\sum_{k=0}^{m}(-1)^{k} s_{m-k+1} \sigma_{k}+(m+1)(-1)^{m+1} \sigma_{m+1}=0 \quad(\text { see 4.1). }
$$

13.2. According to the solution of Problem 13.1 the coefficients of the characteristic polynomial of $X$ are functions of $\operatorname{tr} X, \ldots, \operatorname{tr} X^{n}$ and, therefore, the characteristic polynomials of $A$ and $B$ coincide.
13.3. Let $f(\lambda)$ be an arbitrary polynomial $g(\lambda)=\lambda^{n} f\left(\lambda^{-1}\right)$ and $B=A^{-1}$. If $0=g(B)=B^{n} f(A)$ then $f(A)=0$. Therefore, the minimal polynomial of $B$
is proportional to $\lambda^{n} p\left(\lambda^{-1}\right)$. It remains to observe that the highest coefficient of $\lambda^{n} p\left(\lambda^{-1}\right)$ is equal to $\lim _{\lambda \rightarrow \infty} \frac{\lambda^{n} p\left(\lambda^{-1}\right)}{\lambda^{n}}=p(0)$.
13.4. As is easy to verify,

$$
p\left(\begin{array}{cc}
A & I \\
0 & A
\end{array}\right)=\left(\begin{array}{cc}
p(A) & p^{\prime}(A) \\
0 & p(A)
\end{array}\right) .
$$

If $q(x)=\prod\left(x-\lambda_{i}\right)^{n_{i}}$ is the minimal polynomial of $A$ and $p$ is an annihilating polynomial of $\left(\begin{array}{cc}A & I \\ 0 & A\end{array}\right)$, then $p$ and $p^{\prime}$ are divisible by $q$; among all such polynomials $p$ the polynomial $\Pi\left(x-\lambda_{i}\right)^{n_{i}+1}$ is of the minimal degree.
14.1. The minimal polynomial of a cyclic block coincides with the characteristic polynomial. The minimal polynomial of $A$ annihilates the given cyclic blocks since it is divisible by both $p$ and $q$. Since $p$ and $q$ are relatively prime, the minimal polynomial of $A$ is equal to $p q$. Therefore, there exists a vector in $V$ whose minimal polynomial is equal to $p q$.
14.2. First, let us prove that $A^{k} e_{n}=e_{n-k}+\varepsilon$, where $\varepsilon \in \operatorname{Span}\left(e_{n}, \ldots, e_{n-k+1}\right)$. We have $A e_{n}=e_{n-1}+e_{n}$ for $k=1$ and, if the statement holds for $k$, then $A^{k+1} e_{n}=e_{n-k+1}+\lambda e_{n-k}+A \varepsilon$ and $e_{n-k}, A \varepsilon \in \operatorname{Span}\left(e_{n}, \ldots, e_{n-k}\right)$.

Therefore, expressing the coordinates of the vectors $e_{n}, A e_{n}, \ldots, A^{n-1} e_{n}$ with respect to the basis $e_{n}, e_{n-1}, \ldots, e_{1}$ we get the matrix

$$
\left(\begin{array}{cccc}
1 & \ldots & \ldots & * \\
0 & 1 & & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & 1
\end{array}\right)
$$

This matrix is invertible and, therefore, the vectors $e_{n}, A e_{n}, \ldots, A^{n-1} e_{n}$ form a basis.

Remark. It is possible to prove that for $v$ we can take any vector $x_{1} e_{1}+\cdots+$ $x_{n} e_{n}$, where $x_{n} \neq 0$.
14.3. Let

$$
A=\left(\begin{array}{ccccc}
0 & 0 & \ldots & 0 & -a_{n} \\
1 & 0 & \ldots & 0 & -a_{n-1} \\
0 & 1 & \ldots & 0 & -a_{n-2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & -a_{1}
\end{array}\right), \quad S=\left(\begin{array}{ccccc}
a_{n-1} & a_{n-2} & \ldots & a_{1} & 1 \\
a_{n-2} & a_{n-3} & \ldots & 1 & 0 \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
a_{1} & 1 & \ldots & 0 & 0 \\
1 & 0 & \ldots & 0 & 0
\end{array}\right) .
$$

Then

$$
A S=\left(\begin{array}{cccccc}
-a_{n} & 0 & 0 & \ldots & 0 & 0 \\
0 & a_{n-2} & a_{n-3} & \ldots & a_{1} & 1 \\
0 & a_{n-3} & a_{n-4} & \ldots & 1 & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots & \vdots \\
0 & a_{1} & 1 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0
\end{array}\right)
$$

is a symmetric matrix. Therefore, $A S=(A S)^{T}=S A^{T}$, i.e., $A=S A^{T} S^{-1}$.
15.1. By Theorem 15.3 there exists a matrix $P$ such that the diagonal elements of $B=P^{-1} A P$ are nonzero. Consider a matrix $Z$ whose diagonal elements are all equal to 1 , the elements above the main diagonal are zeros, and under the diagonal there stand the same elements as in the corresponding places of $-B$. The eigenvalues of the lower triangular matrix $Z$ are equal to 1 and the eigenvalues of the upper triangular matrix $B+Z$ are equal to $1+b_{i i} \neq 1$. Therefore, for $X$ we can take $P Z P^{-1}$.
16.1. The operator $A$ can be represented in the form $A=S U$, where $U$ is an orthogonal operator and $S$ is a positive definite symmetric operator. For a symmetric operator there exists an orthogonal basis of eigenvectors, i.e., it is a dilation along perpendicular directions.
16.2. If $A=S U$ is the polar decomposition of $A$ then for $S$ there exists an orthonormal eigenbasis $e_{1}, \ldots, e_{n}$ and all the eigenvalues do not exceed 1. Therefore, $S e_{i}=\left(\cos \varphi_{i}\right) e_{i}$. Complement the basis $e_{1}, \ldots, e_{n}$ to a basis $e_{1}, \ldots, e_{n}, \varepsilon_{1}, \ldots$, $\varepsilon_{n}$ of $\mathbb{R}^{2 n}$ and consider an orthogonal operator $S_{1}$ which in every plane $\operatorname{Span}\left(e_{i}, \varepsilon_{i}\right)$ acts as the rotation through an angle $\varphi_{i}$. The matrix of $S_{1}$ is of the form $\left(\begin{array}{cc}S & * \\ * & *\end{array}\right)$. Since

$$
\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{ll}
S & * \\
* & *
\end{array}\right)\left(\begin{array}{cc}
U & 0 \\
0 & I
\end{array}\right)=\left(\begin{array}{cc}
S U & * \\
0 & 0
\end{array}\right)
$$

it follows that $S_{1}\left(\begin{array}{cc}U & 0 \\ 0 & I\end{array}\right)$ is the required orthogonal transformation of $\mathbb{R}^{2 n}$.
17.1. Let $a_{p q}=\lambda$ be the only nonzero off-diagonal element of $X_{p q}(\lambda)$ and let the diagonal elements of $X_{p q}(\lambda)$ be equal to 1 . Then $X_{p q}(\lambda) A$ is obtained from $A$ by adding to the $p$ th row the $q$ th row multiplied by $\lambda$. By the hypothesis, $a_{11} \neq 0$ and, therefore, subtracting from the $k$ th row the 1 st row multiplied by $a_{k 1} / a_{11}$ we get a matrix with $a_{21}=\cdots=a_{n 1}=0$. The hypothesis implies that $a_{22} \neq 0$. Therefore, we can subtract from the $k$ th row $(k \geq 3)$ the 2 nd row multiplied by $a_{k 2} / a_{22}$ and get a matrix with $a_{32}=\cdots=a_{3 n}=0$, etc.

Therefore, by multiplying $A$ from the right by the matrices $X_{p q}$, where $p>q$, we can get an upper triangular matrix $T_{2}$. Since $p>q$, then the matrices $X_{p q}$ are lower triangular and their product $T$ is also a lower triangular matrix. The equality $T A=T_{2}$ implies $A=T^{-1} T_{2}$. It remains to observe that $T_{1}=T^{-1}$ is a lower triangular matrix (see Problem 2.6); the diagonal elements of $T_{1}$ are all equal to 1.
17.2. Let $x_{1}, \ldots, x_{n}$ be the columns of $X$. By 9.2 there exists an orthonormal set of vectors $y_{1}, \ldots, y_{n}$ such that $y_{i} \in \operatorname{Span}\left(x_{1}, \ldots, x_{i}\right)$ for $i=1, \ldots, n$. Then the matrix $U$ whose columns are $y_{1}, \ldots, y_{n}$ is orthogonal and $U=X T_{1}$, where $T_{1}$ is an upper triangular matrix. Therefore, $X=U T$, where $T=T_{1}^{-1}$ is an upper triangular matrix.
17.3. For every entry of the matrix $M$ only one of the matrices $I, C, C^{2}, \ldots$, $C^{n-1}$ has the same nonzero entry and, therefore, $M$ is uniquely representable in the form $M=D_{0}+D_{1} C+\cdots+D_{n-1} C^{n-1}$, where the $D_{l}$ are diagonal matrices. For example,

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
a & 0 \\
0 & d
\end{array}\right)+\left(\begin{array}{ll}
b & 0 \\
0 & c
\end{array}\right) C, \quad \text { where } C=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

The diagonal matrices $I, B, B^{2}, \ldots, B^{n-1}$ are linearly independent since their diagonals constitute a Vandermonde determinant. Therefore, any matrix $D_{l}$ is
uniquely representable as their linear combination

$$
D_{l}=\sum_{k=0}^{n-1} a_{k l} B^{k}
$$

17.4. The matrix $A / 2$ can be represented in the form $A / 2=S_{1} S_{2}$, where $S_{1}$ and $S_{2}$ are symmetric matrices (see 17.3). Therefore, $A=\left(A-A^{T}\right) / 2=S_{1} S_{2}-S_{2} S_{1}$.
18.1. Let $A$ be either a Jordan or cyclic block of order $n$. In both cases the matrix $A-x I$ has a triangular submatrix of order $n-1$ with units 1 on the main diagonal. Therefore, $f_{1}=\cdots=f_{n-1}=1$ and $f_{n}=p_{A}(x)$ is the characteristic polynomial of $A$. Hence, $g_{1}=\cdots=g_{n-1}=1$ and $g_{n}=p_{A}(x)$.
18.2. The cyclic normal form of $A$ is of a block diagonal form with the diagonal being formed by cyclic blocks corresponding to polynomials $p_{1}, p_{2}, \ldots, p_{k}$, where $p_{1}$ is the minimal polynomial of $A$ and $p_{i}$ is divisible by $p_{i+1}$. Invariant factors of these cyclic blocks are $p_{1}, \ldots, p_{k}$ (Problem 18.1), and, therefore, the Smith normal forms, are of the shape $\operatorname{diag}\left(1, \ldots, 1, p_{i}\right)$. Hence, the Smith normal form of $A$ is of the shape $\operatorname{diag}\left(1, \ldots, 1, p_{k}, \ldots, p_{2}, p_{1}\right)$. Therefore, $f_{n-1}=p_{2} p_{3} \ldots p_{k}$.

## MATRICES OF SPECIAL FORM

## 19. Symmetric and Hermitian matrices

A real matrix $A$ is said to be symmetric if $A^{T}=A$. In the complex case an analogue of a symmetric matrix is usually an Hermitian matrix for which $A^{*}=A$, where $A^{*}=\bar{A}^{T}$ is obtained from $A$ by complex conjugation of its elements and transposition. (Physicists often write $A^{+}$instead of $A^{*}$.) Sometimes, symmetric matrices with complex elements are also considered.

Let us recall the properties of Hermitian matrices proved in 11.3 and 10.3. The eigenvalues of an Hermitian matrix are real. An Hermitian matrix can be represented in the form $U^{*} D U$, where $U$ is a unitary and $D$ is a diagonal matrix. A matrix $A$ is Hermitian if and only if $(A x, x) \in \mathbb{R}$ for any vector $x$.
19.1. To a square matrix $A$ we can assign the quadratic form $q(x)=x^{T} A x$, where $x$ is the column of coordinates. Then $\left(x^{T} A x\right)^{T}=x^{T} A x$, i.e., $x^{T} A^{T} x=$ $x^{T} A x$. It follows, $2 x^{T} A x=x^{T}\left(A+A^{T}\right) x$, i.e., the quadratic form only depends on the symmetric constituent of $A$. Therefore, it is reasonable to assign quadratic forms to symmetric matrices only.

To a square matrix $A$ we can also assign a bilinear function or a bilinear form $B(x, y)=x^{T} A y$ (which depends on the skew-symmetric constituent of $A$, too) and if the matrix $A$ is symmetric then $B(x, y)=B(y, x)$, i.e., the bilinear function $B(x, y)$ is symmetric in the obvious sense. From a quadratic function $q(x)=x^{T} A x$ we can recover the symmetric bilinear function $B(x, y)=x^{T} A y$. Indeed,

$$
2 x^{T} A y=(x+y)^{T} A(x+y)-x^{T} A x-y^{T} A y
$$

since $y^{T} A x=x^{T} A^{T} y=x^{T} A y$.
In the real case a quadratic form $x^{T} A x$ is said to be positive definite if $x^{T} A x>0$ for any nonzero $x$. In the complex case this definition makes no sense because any quadratic function $x^{T} A x$ not only takes zero values for nonzero complex $x$ but it takes nonreal values as well.

The notion of positive definiteness in the complex case only makes sense for Hermitian forms $x^{*} A x$, where $A$ is an Hermitian matrix. (Forms, linear in one variable and antilinear in another one are sometimes called sesquilinear forms.) If $U$ is a unitary matrix such that $A=U^{*} D U$, where $D$ is a diagonal matrix, then $x^{*} A x=(U x)^{*} D(U x)$, i.e., by the change $y=U x$ we can represent an Hermitian form as follows

$$
\sum \lambda_{i} y_{i} \bar{y}_{i}=\sum \lambda_{i}\left|y_{i}\right|^{2}
$$

An Hermitian form is positive definite if and only if all the numbers $\lambda_{i}$ are positive.
For the matrix $A$ of the quadratic (sesquilinear) form we write $A>0$ and say that the matrix $A$ is (positive or somehow else) definite if the corresponding quadratic (sesquilinear) form is definite in the same manner.

In particular, if $A$ is positive definite (i.e., the Hermitian form $x^{*} A x$ is positive definite), then its trace $\lambda_{1}+\cdots+\lambda_{n}$ and determinant $\lambda_{1} \ldots \lambda_{n}$ are positive.
19.2.1. Theorem (Sylvester's criterion). Let $A=\left\|a_{i j}\right\|_{1}^{n}$ be an Hermitian matrix. Then $A$ is positive definite if and only if all minors $\left|a_{i j}\right|_{1}^{k}, k=1, \ldots, n$, are positive.

Proof. Let the matrix $A$ be positive definite. Then the matrix $\left\|a_{i j}\right\|_{1}^{k}$ corresponds to the restriction of a positive definite Hermitian form $x^{*} A x$ to a subspace and, therefore, $\left|a_{i j}\right|_{1}^{k}>0$. Now, let us prove by induction on $n$ that if $A=\left\|a_{i j}\right\|_{1}^{n}$ is an Hermitian matrix and $\left|a_{i j}\right|_{1}^{k}>0$ for $k=1, \ldots, n$ then $A$ is positive definite. For $n=1$ this statement is obvious. It remains to prove that if $A^{\prime}=\left\|a_{i j}\right\|_{1}^{n-1}$ is a positive definite matrix and $\left|a_{i j}\right|_{1}^{n}>0$ then the eigenvalues of the Hermitian matrix $A=\left\|a_{i j}\right\|_{1}^{n}$ are all positive. There exists an orthonormal basis $e_{1}, \ldots, e_{n}$ with respect to which $x^{*} A x$ is of the form $\lambda_{1}\left|y_{1}\right|^{2}+\cdots+\lambda_{n}\left|y_{n}\right|^{2}$ and $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$. If $y \in \operatorname{Span}\left(e_{1}, e_{2}\right)$ then $y^{*} A y \leq \lambda_{2}|y|^{2}$. On the other hand, if a nonzero vector $y$ belongs to an $(n-1)$-dimensional subspace on which an Hermitian form corresponding to $A^{\prime}$ is defined then $y^{*} A y>0$. This ( $n-1$ )-dimensional subspace and the two-dimensional subspace $\operatorname{Span}\left(e_{1}, e_{2}\right)$ belong to the same $n$-dimensional space and, therefore, they have a common nonzero vector $y$. It follows that $\lambda_{2}|y|^{2} \geq y^{*} A y>0$, i.e., $\lambda_{2}>0$; hence, $\lambda_{i}>0$ for $i \geq 2$. Besides, $\lambda_{1} \ldots \lambda_{n}=\left|a_{i j}\right|_{1}^{n}>0$ and therefore, $\lambda_{1}>0$.
19.2.2. Theorem (Sylvester's law of inertia). Let an Hermitian form be reduced by a unitary transformation to the form

$$
\begin{equation*}
\lambda_{1}\left|x_{1}\right|^{2}+\cdots+\lambda_{n}\left|x_{n}\right|^{2} \tag{1}
\end{equation*}
$$

where $\lambda_{i}>0$ for $i=1, \ldots, p, \quad \lambda_{i}<0$ for $i=p+1, \ldots, p+q$, and $\lambda_{i}=0$ for $i=p+q+1, \ldots, n$. Then the numbers $p$ and $q$ do not depend on the unitary transformation.

Proof. The expression (1) determines the decomposition of $V$ into the direct sum of subspaces $V=V_{+} \oplus V_{-} \oplus V_{0}$, where the form is positive definite, negative definite and identically zero on $V_{+}, V_{-}, V_{0}$, respectively. Let $V=W_{+} \oplus W_{-} \oplus W_{0}$ be another such decomposition. Then $V_{+} \cap\left(W_{-} \oplus W_{0}\right)=0$ and, therefore, $\operatorname{dim} V_{+}+$ $\operatorname{dim}\left(W_{-} \oplus W_{0}\right) \leq n$, i.e., $\operatorname{dim} V_{+} \leq \operatorname{dim} W_{+}$. Similarly, $\operatorname{dim} W_{+} \leq \operatorname{dim} V_{+}$.
19.3. We turn to the reduction of quadratic forms to diagonal form.

Theorem (Lagrange). A quadratic form can always be reduced to the form

$$
q\left(x_{1}, \ldots, x_{n}\right)=\lambda_{1} x_{1}^{2}+\cdots+\lambda_{n} x_{n}^{2} .
$$

Proof. Let $A=\left\|a_{i j}\right\|_{1}^{n}$ be the matrix of a quadratic form $q$. We carry out the proof by induction on $n$. For $n=1$ the statement is obvious. Further, consider two cases.
a) There exists a nonzero diagonal element, say, $a_{11} \neq 0$. Then

$$
q\left(x_{1}, \ldots, x_{n}\right)=a_{11} y_{1}^{2}+q^{\prime}\left(y_{2}, \ldots, y_{n}\right)
$$

where

$$
y_{1}=x_{1}+\frac{a_{12} x_{2}+\cdots+a_{1 n} x_{n}}{a_{11}}
$$

and $y_{i}=x_{i}$ for $i \geq 2$. The inductive hypothesis is applicable to $q^{\prime}$.
b) All diagonal elements are 0 . Only the case when the matrix has at least one nonzero element of interest; let, for example, $a_{12} \neq 0$. Set $x_{1}=y_{1}+y_{2}, x_{2}=y_{1}-y_{2}$ and $x_{i}=y_{i}$ for $i \geq 3$. Then

$$
q\left(x_{1}, \ldots, x_{n}\right)=2 a_{12}\left(y_{1}^{2}-y_{2}^{2}\right)+q^{\prime}\left(y_{1}, \ldots, y_{n}\right)
$$

where $q^{\prime}$ does not contain terms with $y_{1}^{2}$ and $y_{2}^{2}$. We can apply the change of variables from case a) to the form $q\left(y_{1}, \ldots, y_{n}\right)$.
19.4. Let the eigenvalues of an Hermitian matrix $A$ be listed in decreasing order: $\lambda_{1} \geq \cdots \geq \lambda_{n}$. The numbers $\lambda_{1}, \ldots, \lambda_{n}$ possess the following min-max property.

Theorem (Courant-Fischer). Let $x$ run over all (admissible) unit vectors. Then

$$
\begin{aligned}
& \lambda_{1}=\max _{x}\left(x^{*} A x\right), \\
& \lambda_{2}=\min _{y_{1}} \max _{x \perp y_{1}}\left(x^{*} A x\right), \\
& \ldots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& \lambda_{n}=\min _{y_{1}, \ldots, y_{n-1}} \max _{x \perp y_{1}, \ldots, y_{n-1}}\left(x^{*} A x\right)
\end{aligned}
$$

Proof. Let us select an orthonormal basis in which

$$
x^{*} A x=\lambda_{1} x_{1}^{2}+\cdots+\lambda_{n} x_{n}^{2} .
$$

Consider the subspaces $W_{1}=\left\{x \mid x_{k+1}=\cdots=x_{n}=0\right\}$ and $W_{2}=\{x \mid x \perp$ $\left.y_{1}, \ldots, y_{k-1}\right\}$. Since $\operatorname{dim} W_{1}=k$ and $\operatorname{dim} W_{2} \geq n-k+1$, we deduce that $W=$ $W_{1} \cap W_{2} \neq 0$. If $x \in W$ and $|x|=1$ then $x \in W_{1}$ and

$$
x^{*} A x=\lambda_{1} x_{1}^{2}+\cdots+\lambda_{k} x_{k}^{2} \geq \lambda_{k}\left(x_{1}^{2}+\cdots+x_{k}^{2}\right)=\lambda_{k}
$$

Therefore,

$$
\lambda_{k} \leq \max _{x \in W_{1} \cap W_{2}}\left(x^{*} A x\right) \leq \max _{x \in W_{2}}\left(x^{*} A x\right) ;
$$

hence,

$$
\lambda_{k} \leq \min _{y_{1}, \ldots, y_{k-1}} \max _{x \in W_{2}}\left(x^{*} A x\right)
$$

Now, consider the vectors $y_{i}=(0, \ldots, 0,1,0, \ldots, 0)$ ( 1 stands in the $i$ th slot). Then

$$
W_{2}=\left\{x \mid x \perp y_{1}, \ldots, y_{k-1}\right\}=\left\{x \mid x_{1}=\cdots=x_{k-1}=0\right\} .
$$

If $x \in W_{2}$ and $|x|=1$ then

$$
x^{*} A x=\lambda_{k} x_{k}^{2}+\cdots+\lambda_{n} x_{n}^{2} \leq \lambda_{k}\left(x_{k}^{2}+\cdots+x_{n}^{2}\right)=\lambda_{k} .
$$

Therefore,

$$
\lambda_{k}=\max _{x \in W_{2}}\left(x^{*} A x\right) \geq \min _{y_{1}, \ldots, y_{k-1}} \max _{x \perp y_{1}, \ldots, y_{k-1}}\left(x^{*} A x\right)
$$

19.5. An Hermitian matrix $A$ is called nonnegative definite (and we write $A \geq 0$ ) if $x^{*} A x \geq 0$ for any column $x$; this condition is equivalent to the fact that all eigenvalues of $A$ are nonnegative. In the construction of the polar decomposition (16.1) we have proved that for any nonnegative definite matrix $A$ there exists a unique nonnegative definite matrix $S$ such that $A=S^{2}$. This statement has numerous applications.
19.5.1. Theorem. If $A$ is a nonnegative definite matrix and $x^{*} A x=0$ for some $x$, then $A x=0$.

Proof. Let $A=S^{*} S$. Then $0=x^{*} A x=(S x)^{*} S x$; hence, $S x=0$. It follows that $A x=S^{*} S x=0$.

Now, let us study the properties of eigenvalues of products of two Hermitian matrices, one of which is positive definite. First of all, observe that the product of two Hermitian matrices $A$ and $B$ is an Hermitian matrix if and only if $A B=$ $(A B)^{*}=B^{*} A^{*}=B A$. Nevertheless the product of two positive definite matrices is somewhat similar to a positive definite matrix: it is a diagonalizable matrix with positive eigenvalues.
19.5.2. Theorem. Let $A$ be a positive definite matrix, $B$ an Hermitian matrix. Then $A B$ is a diagonalizable matrix and the number of its positive, negative and zero eigenvalues is the same as that of $B$.

Proof. Let $A=S^{2}$, where $S$ is an Hermitian matrix. Then the matrix $A B$ is similar to the matrix $S^{-1} A B S=S B S$. For any invertible Hermitian matrix $S$ if $x=S y$ then $x^{*} B x=y^{*}(S B S) y$ and, therefore, the matrices $B$ and $S B S$ correspond to the same Hermitian form only expressed in different bases. But the dimension of maximal subspaces on which an Hermitian form is positive definite, negative definite, or identically vanishes is well-defined for an Hermitian form. Therefore, $A$ is similar to an Hermitian matrix $S B S$ which has the same number of positive, negative and zero eigenvalues as $B$.

A theorem in a sense inverse to Theorem 19.5.2 is also true.
19.5.3. Theorem. Any diagonalizable matrix with real eigenvalues can be represented as the product of a positive definite matrix and an Hermitian matrix.

Proof. Let $C=P D P^{-1}$, where $D$ is a real diagonal matrix. Then $C=A B$, where $A=P P^{*}$ is a positive definite matrix and $B=P^{*-1} D P^{-1}$ an Hermitian matrix.

## Problems

19.1. Prove that any Hermitian matrix of rank $r$ can be represented as the sum of $r$ Hermitian matrices of rank 1 .
19.2. Prove that if a matrix $A$ is positive definite then $\operatorname{adj} A$ is also a positive definite matrix.
19.3. Prove that if $A$ is a nonzero Hermitian matrix then $\operatorname{rank} A \geq \frac{(\operatorname{tr} A)^{2}}{\operatorname{tr}\left(A^{2}\right)}$.
19.4. Let $A$ be a positive definite matrix. Prove that

$$
\int_{-\infty}^{\infty} e^{-x^{T} A x} d x=(\sqrt{\pi})^{n}|A|^{-1 / 2}
$$

where $n$ is the order of the matrix.
19.5. Prove that if the rank of a symmetric (or Hermitian) matrix $A$ is equal to $r$, then it has a nonzero principal $r$-minor.
19.6. Let $S$ be a symmetric invertible matrix of order $n$ all elements of which are positive. What is the largest possible number of nonzero elements of $S^{-1}$ ?

## 20. Simultaneous diagonalization of a pair of Hermitian forms

20.1. Theorem. Let $A$ and $B$ be Hermitian matrices and let $A$ be positive definite. Then there exists a matrix $T$ such that $T^{*} A T=I$ and $T^{*} B T$ is a diagonal matrix.

Proof. For $A$ there exists a matrix $Y$ such that $A=Y^{*} Y$, i.e., $Y^{*-1} A Y^{-1}=I$. The matrix $C=Y^{*-1} B Y^{-1}$ is Hermitian and, therefore, there exists a unitary matrix $U$ such that $U^{*} C U$ is diagonal. Since $U^{*} I U=I$, then $T=Y^{-1} U$ is the desired matrix.

It is not always possible to reduce simultaneously a pair of Hermitian forms to diagonal form by a change of basis. For instance, consider the Hermitian forms corresponding to matrices $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ and $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. Let $P=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be an arbitrary invertible matrix. Then $P^{*}\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) P=\left(\begin{array}{cc}a \bar{a} & \bar{a} b \\ a \bar{b} & b \bar{b}\end{array}\right)$ and $P^{*}\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right) P=$ $\left(\begin{array}{cc}a \bar{c}+\bar{a} c & \bar{a} d+b \bar{c} \\ a \bar{d}+\bar{b} c & b \bar{d}+\bar{b} d\end{array}\right)$. It remains to verify that the equalities $\bar{a} b=0$ and $\bar{a} d+b \bar{c}=0$ cannot hold simultaneously. If $\bar{a} b=0$ and $P$ is invertible, then either $a=0$ and $b \neq 0$ or $b=0$ and $a \neq 0$. In the first case $0=\bar{a} d+b \bar{c}=b \bar{c}$ and therefore, $c=0$; in the second case $\bar{a} d=0$ and, therefore, $d=0$. In either case we get a noninvertible matrix $P$.
20.2. Simultaneous diagonalization. If $A$ and $B$ are Hermitian matrices and one of them is invertible, the following criterion for simultaneous reduction of the forms $x^{*} A x$ and $x^{*} B x$ to diagonal form is known.
20.2.1. Theorem. Hermitian forms $x^{*} A x$ and $x^{*} B x$, where $A$ is an invertible Hermitian matrix, are simultaneously reducible to diagonal form if and only if the matrix $A^{-1} B$ is diagonalizable and all its eigenvalues are real.

Proof. First, suppose that $A=P^{*} D_{1} P$ and $B=P^{*} D_{2} P$, where $D_{1}$ and $D_{2}$ are diagonal matrices. Then $A^{-1} B=P^{-1} D_{1}^{-1} D_{2} P$ is a diagonalizable matrix. It is also clear that the matrices $D_{1}$ and $D_{2}$ are real since $y^{*} D_{i} y \in \mathbb{R}$ for any column $y=P x$.

Now, suppose that $A^{-1} B=P D P^{-1}$, where $D=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and $\lambda_{i} \in \mathbb{R}$. Then $B P=A P D$ and, therefore, $P^{*} B P=\left(P^{*} A P\right) D$. Applying a permutation matrix if necessary we can assume that $D=\operatorname{diag}\left(\Lambda_{1}, \ldots, \Lambda_{k}\right)$ is a block diagonal matrix, where $\Lambda_{i}=\lambda_{i} I$ and all numbers $\lambda_{i}$ are distinct. Let us represent in the same block form the matrices $P^{*} B P=\left\|B_{i j}\right\|_{1}^{k}$ and $P^{*} A P=\left\|A_{i j}\right\|_{1}^{k}$. Since they are Hermitian, $B_{i j}=B_{j i}^{*}$ and $A_{i j}=A_{j i}^{*}$. On the other hand, $B_{i j}=\lambda_{j} A_{i j}$; hence, $\lambda_{j} A_{i j}=B_{j i}^{*}=\bar{\lambda}_{i} A_{j i}^{*}=\lambda_{i} A_{i j}$. Therefore, $A_{i j}=0$ for $i \neq j$, i.e., $P^{*} A P=\operatorname{diag}\left(A_{1}, \ldots, A_{k}\right)$, where $A_{i}^{*}=A_{i}$ and $P^{*} B P=\operatorname{diag}\left(\lambda_{1} A_{1}, \ldots, \lambda_{k} A_{k}\right)$.

Every matrix $A_{i}$ can be represented in the form $A_{i}=U_{i} D_{i} U_{i}^{*}$, where $U_{i}$ is a unitary matrix and $D_{i}$ a diagonal matrix. Let $U=\operatorname{diag}\left(U_{1}, \ldots, U_{k}\right)$ and $T=P U$. Then $T^{*} A T=\operatorname{diag}\left(D_{1}, \ldots, D_{k}\right)$ and $T^{*} B T=\operatorname{diag}\left(\lambda_{1} D_{1}, \ldots, \lambda_{k} D_{k}\right)$.

There are also known certain sufficient conditions for simultaneous diagonalizability of a pair of Hermitian forms if both forms are singular.
20.2.2. Theorem ([Newcomb, 1961]). If Hermitian matrices $A$ and $B$ are nonpositive or nonnegative definite, then there exists an invertible matrix $T$ such that $T^{*} A T$ and $T^{*} B T$ are diagonal.

Proof. Let $\operatorname{rank} A=a, \operatorname{rank} B=b$ and $a \leq b$. There exists an invertible matrix $T_{1}$ such that $T_{1}^{*} A T_{1}=\left(\begin{array}{cc}I_{a} & 0 \\ 0 & 0\end{array}\right)=A_{0}$. Consider the last $n-a$ diagonal elements of $B_{1}=T_{1}^{*} B T_{1}$. The matrix $B_{1}$ is sign-definite and, therefore, if a diagonal element of it is zero, then the whole row and column in which it is situated are zero (see Problem 20.1). Now let some of the diagonal elements considered be nonzero. It is easy to verify that

$$
\left(\begin{array}{cc}
I & x^{*} \\
0 & \bar{\alpha}
\end{array}\right)\left(\begin{array}{cc}
C & c^{*} \\
c & \gamma
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
x & \alpha
\end{array}\right)=\left(\begin{array}{cc}
* & \alpha c^{*}+\alpha \gamma x^{*} \\
\bar{\alpha} c+\bar{\alpha} \gamma x & |\alpha|^{2} \gamma
\end{array}\right) .
$$

If $\gamma \neq 0$, then setting $\alpha=1 / \sqrt{\gamma}$ and $x=-(1 / \gamma) c$ we get a matrix whose offdiagonal elements in the last row and column are zero. These transformations preserve $A_{0}$; let us prove that these transformations reduce $B_{1}$ to the form

$$
B_{0}=\left(\begin{array}{ccc}
B_{a} & 0 & 0 \\
0 & I_{k} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $B_{a}$ is a matrix of size $a \times a$ and $k=b-\operatorname{rank} B_{a}$. Take a permutation matrix $P$ such that the transformation $B_{1} \mapsto P^{*} B_{1} P$ affects only the last $n-a$ rows and columns of $B_{1}$ and such that this transformation puts the nonzero diagonal elements (from the last $n-a$ diagonal elements) first. Then with the help of transformations indicated above we start with the last nonzero element and gradually shrinking the size of the considered matrix we eventually obtain a matrix of size $a \times a$.

Let $T_{2}$ be an invertible matrix such that $T_{2}^{*} B T_{2}=B_{0}$ and $T_{2}^{*} A T_{2}=A_{0}$. There exists a unitary matrix $U$ of order $a$ such that $U^{*} B_{a} U$ is a diagonal matrix. Since $U^{*} I_{a} U=I_{a}$, then $T=T_{2} U_{1}$, where $U_{1}=\left(\begin{array}{cc}U & 0 \\ 0 & I\end{array}\right)$, is the required matrix.
20.2.3. Theorem ([Majindar, 1963]). Let $A$ and $B$ be Hermitian matrices and let there be no nonzero column $x$ such that $x^{*} A x=x^{*} B x=0$. Then there exists an invertible matrix $T$ such that $T^{*} A T$ and $T^{*} B T$ are diagonal matrices.

Since any triangular Hermitian matrix is diagonal, Theorem 20.2.3 is a particular case of the following statement.
20.2.4. Theorem. Let $A$ and $B$ be arbitrary complex square matrices and there is no nonzero column $x$ such that $x^{*} A x=x^{*} B x=0$. Then there exists an invertible matrix $T$ such that $T^{*} A T$ and $T^{*} B T$ are triangular matrices.

Proof. If one of the matrices $A$ and $B$, say $B$, is invertible then $p(\lambda)=|A-\lambda B|$ is a nonconstant polynomial. If the both matrices are noninvertible then $|A-\lambda B|=$

0 for $\lambda=0$. In either case the equation $|A-\lambda B|=0$ has a root $\lambda$ and, therefore, there exists a column $x_{1}$ such that $A x_{1}=\lambda B x_{1}$. If $\lambda \neq 0$ (resp. $\lambda=0$ ) select linearly independent columns $x_{2}, \ldots, x_{n}$ such that $x_{i}^{*} A x_{1}=0\left(\right.$ resp. $\left.x_{i}^{*} B x_{1}=0\right)$ for $i=2, \ldots, n$; in either case $x_{i}^{*} A x_{1}=x_{i}^{*} B x_{1}=0$ for $i=2, \ldots, n$. Indeed, if $\lambda \neq 0$, then $x_{i}^{*} A x_{1}=0$ and $x_{i}^{*} B x_{1}=\lambda^{-1} x_{i}^{*} A x_{1}=0$; if $\lambda=0$, then $x_{i}^{*} B x_{1}=0$ and $x_{i}^{*} A x_{1}=0$, since $A x_{1}=0$.

Therefore, if $D$ is formed by columns $x_{1}, \ldots, x_{n}$, then

$$
D^{*} A D=\left(\begin{array}{ccc}
x_{1}^{*} A x_{1} & \ldots & x_{1}^{*} A x_{n} \\
0 & A_{1} & \\
\vdots & &
\end{array}\right) \text { and } D^{*} B D=\left(\begin{array}{ccc}
x_{1}^{*} B x_{1} & \ldots & x_{1}^{*} B x_{n} \\
0 & B_{1} & \\
\vdots &
\end{array}\right)
$$

Let us prove that $D$ is invertible, i.e., that it is impossible to express the column $x_{1}$ linearly in terms of $x_{2}, \ldots, x_{n}$. Suppose, contrarywise, that $x_{1}=\lambda_{2} x_{2}+\cdots+\lambda_{n} x_{n}$. Then

$$
x_{1}^{*} A x_{1}=\left(\bar{\lambda}_{2} x_{2}^{*}+\cdots+\bar{\lambda}_{n} x_{n}^{*}\right) A x_{1}=0 .
$$

Similarly, $x_{1}^{*} B x_{1}=0$; a contradiction. Hence, $D$ is invertible.
Now, let us prove that the matrices $A_{1}$ and $B_{1}$ satisfy the hypothesis of the theorem. Suppose there exists a nonzero column $y_{1}=\left(\alpha_{2}, \ldots, \alpha_{n}\right)^{T}$ such that $y_{1}^{*} A_{1} y_{1}=y_{1}^{*} B_{1} y_{1}=0$. As is easy to verify, $A_{1}=D_{1}^{*} A D_{1}$ and $B_{1}=D_{1}^{*} B D_{1}$, where $D_{1}$ is the matrix formed by the columns $x_{2}, \ldots, x_{n}$. Therefore, $y^{*} A y=y^{*} B y$, where $y=D_{1} y_{1}=\alpha_{2} x_{2}+\cdots+\alpha_{n} x_{n} \neq 0$, since the columns $x_{2}, \ldots, x_{n}$ are linearly independent. Contradiction.

If there exists an invertible matrix $T_{1}$ such that $T_{1}^{*} A_{1} T_{1}$ and $T_{1}^{*} B T_{1}$ are triangular, then the matrix $T=D\left(\begin{array}{cc}1 & 0 \\ 0 & T_{1}\end{array}\right)$ is a required one. For matrices of order 1 the statement is obvious and, therefore, we may use induction on the order of the matrices.

## Problems

20.1. An Hermitian matrix $A=\left\|a_{i j}\right\|_{1}^{n}$ is nonnegative definite and $a_{i i}=0$ for some $i$. Prove that $a_{i j}=a_{j i}=0$ for all $j$.
20.2 ([Albert, 1958]). Symmetric matrices $A_{i}$ and $B_{i}(i=1,2)$ are such that the characteristic polynomials of the matrices $x A_{1}+y A_{2}$ and $x B_{1}+y B_{2}$ are equal for all numbers $x$ and $y$. Is there necessarily an orthogonal matrix $U$ such that $U A_{i} U^{T}=B_{i}$ for $i=1,2$ ?

## 21. Skew-symmetric matrices

A matrix $A$ is said to be skew-symmetric if $A^{T}=-A$. In this section we consider real skew-symmetric matrices. Recall that the determinant of a skew-symmetric matrix of odd order vanishes since $\left|A^{T}\right|=|A|$ and $|-A|=(-1)^{n}|A|$, where $n$ is the order of the matrix.
21.1.1. Theorem. If $A$ is a skew-symmetric matrix then $A^{2}$ is a symmetric nonpositive definite matrix.

Proof. We have $\left(A^{2}\right)^{T}=\left(A^{T}\right)^{2}=(-A)^{2}=A^{2}$ and $x^{T} A^{2} x=-x^{T} A^{T} A x$ $=-(A x)^{T} A x \leq 0$.

Corollary. The nonzero eigenvalues of a skew-symmetric matrix are purely imaginary.

Indeed, if $A x=\lambda x$ then $A^{2} x=\lambda^{2} x$ and $\lambda^{2} \leq 0$.
21.1.2. Theorem. The condition $x^{T} A x=0$ holds for all $x$ if and only if $A$ is a skew-symmetric matrix.

Proof.

$$
x^{T} A x=\sum_{i, j} a_{i j} x_{i} x_{j}=\sum_{i \leq j}\left(a_{i j}+a_{j i}\right) x_{i} x_{j} .
$$

This quadratic form vanishes for all $x$ if and only if all its coefficients are zero, i.e., $a_{i j}+a_{j i}=0$.
21.2. A bilinear function $B(x, y)=\sum_{i, j} a_{i j} x_{i} y_{j}$ is said to be skew-symmetric if $B(x, y)=-B(y, x)$. In this case

$$
\sum_{i, j}\left(a_{i j}+a_{j i}\right) x_{i} y_{j}=B(x, y)+B(y, x) \equiv 0
$$

i.e., $a_{i j}=-a_{j i}$.

Theorem. A skew-symmetric bilinear function can be reduced by a change of basis to the form

$$
\sum_{k=1}^{r}\left(x_{2 k-1} y_{2 k}-x_{2 k} y_{2 k-1}\right)
$$

Proof. Let, for instance, $a_{12} \neq 0$. Instead of $x_{2}$ and $y_{2}$ introduce variables $x_{2}^{\prime}=a_{12} x_{2}+\cdots+a_{1 n} x_{n}$ and $y_{2}^{\prime}=a_{12} y_{2}+\cdots+a_{1 n} y_{n}$. Then

$$
B(x, y)=x_{1} y_{2}^{\prime}-x_{2}^{\prime} y_{1}+\left(c_{3} x_{3}+\cdots+c_{n} x_{n}\right) y_{2}^{\prime}-\left(c_{3} y_{3}+\cdots+c_{n} y_{n}\right) x_{2}^{\prime}+\ldots
$$

Instead of $x_{1}$ and $y_{1}$ introduce new variables $x_{1}^{\prime}=x_{1}+c_{3} x_{3}+\cdots+c_{n} x_{n}$ and $y_{1}^{\prime}=y_{1}+c_{3} y_{3}+\cdots+c_{n} y_{n}$. Then $B(x, y)=x_{1}^{\prime} y_{2}^{\prime}-x_{2}^{\prime} y_{1}^{\prime}+\ldots$ (dots stand for the terms involving the variables $x_{i}$ and $y_{i}$ with $i \geq 3$ ). For the variables $x_{3}, x_{4}, \ldots$, $y_{3}, y_{4}, \ldots$ we can repeat the same procedure.

Corollary. The rank of a skew-symmetric matrix is an even number.
The elements $a_{i j}$, where $i<j$, can be considered as independent variables. Then the proof of the theorem shows that

$$
A=P^{T} J P, \text { where } J=\operatorname{diag}\left(\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \ldots,\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\right)
$$

and the elements of $P$ are rational functions of $a_{i j}$. Taking into account that

$$
\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right)
$$

we can represent $J$ as the product of matrices $J_{1}$ and $J_{2}$ with equal determinants. Therefore, $A=\left(P^{T} J_{1}\right)\left(J_{2} P\right)=F G$, where the elements of $F$ and $G$ are rational functions of the elements of $A$ and $\operatorname{det} F=\operatorname{det} G$.
21.3. A linear operator $A$ in Euclidean space is said to be skew-symmetric if its matrix is skew-symmetric with respect to an orthonormal basis.

ThEOREM. Let $\Lambda_{i}=\left(\begin{array}{cc}0 & -\lambda_{i} \\ \lambda_{i} & 0\end{array}\right)$. For a skew-symmetric operator $A$ there exists an orthonormal basis with respect to which its matrix is of the form

$$
\operatorname{diag}\left(\Lambda_{1}, \ldots, \Lambda_{k}, 0, \ldots, 0\right)
$$

Proof. The operator $A^{2}$ is symmetric nonnegative definite. Let

$$
V_{\lambda}=\left\{v \in V \mid A^{2} v=-\lambda^{2} v\right\} .
$$

Then $V=\oplus V_{\lambda}$ and $A V_{\lambda} \subset V_{\lambda}$. If $A^{2} v=0$ then $(A v, A v)=-\left(A^{2} v, v\right)=0$, i.e., $A v=0$. Therefore, it suffices to select an orthonormal basis in $V_{0}$.

For $\lambda>0$ the restriction of $A$ to $V_{\lambda}$ has no real eigenvalues and the square of this restriction is equal to $-\lambda^{2} I$. Let $x \in V_{\lambda}$ be a unit vector, $y=\lambda^{-1} A x$. Then

$$
\begin{aligned}
& (x, y)=\left(x, \lambda^{-1} A x\right)=0, \quad A y=-\lambda x \\
& (y, y)=\left(\lambda^{-1} A x, y\right)=\lambda^{-1}(x,-A y)=(x, x)=1
\end{aligned}
$$

To construct an orthonormal basis in $V_{\lambda}$ take a unit vector $u \in V_{\lambda}$ orthogonal to $x$ and $y$. Then $(A u, x)=(u,-A x)=0$ and $(A u, y)=(u,-A y)=0$. Further details of the construction of an orthonormal basis in $V_{\lambda}$ are obvious.

## Problems

21.1. Prove that if $A$ is a real skew-symmetric matrix, then $I+A$ is an invertible matrix.
21.2. An invertible matrix $A$ is skew-symmetric. Prove that $A^{-1}$ is also a skewsymmetric matrix.
21.3. Prove that all roots of the characteristic polynomial of $A B$, where $A$ and $B$ are skew-symmetric matrices of order $2 n$, are of multiplicity greater than 1 .

## 22. Orthogonal matrices. The Cayley transformation

A real matrix $A$ is said to be an orthogonal if $A A^{T}=I$. This equation means that the rows of $A$ constitute an orthonormal system. Since $A^{T} A=A^{-1}\left(A A^{T}\right) A=I$, it follows that the columns of $A$ also constitute an orthonormal system.

A matrix $A$ is orthogonal if and only if $(A x, A y)=\left(x, A^{T} A y\right)=(x, y)$ for any $x, y$.

An orthogonal matrix is unitary and, therefore, the absolute value of its eigenvalues is equal to 1 .
22.1. The eigenvalues of an orthogonal matrix belong to the unit circle centered at the origin and the eigenvalues of a skew-symmetric matrix belong to the imaginary axis. The fractional-linear transformation $f(z)=\frac{1-z}{1+z}$ sends the unit circle to the imaginary axis and $f(f(z))=z$. Therefore, we may expect that the map

$$
f(A)=(I-A)(I+A)^{-1}
$$

sends orthogonal matrices to skew-symmetric ones and the other way round. This map is called Cayley transformation and our expectations are largely true. Set

$$
A^{\#}=(I-A)(I+A)^{-1} .
$$

We can verify the identity $\left(A^{\#}\right)^{\#}=A$ in a way similar to the proof of the identity $f(f(z))=z$; in the proof we should take into account that all matrices that we encounter in the process of this transformation commute with each other.

Theorem. The Cayley transformation sends any skew-symmetric matrix to an orthogonal one and any orthogonal matrix $A$ for which $|A+I| \neq 0$ to a skewsymmetric one.

Proof. Since $I-A$ and $I+A$ commute, it does not matter from which side to divide and we can write the Cayley transformation as follows: $A^{\#}=\frac{I-A}{I+A}$. If $A A^{T}=I$ and $|I+A| \neq 0$ then

$$
\left(A^{\#}\right)^{T}=\frac{I-A^{T}}{I+A^{T}}=\frac{I-A^{-1}}{I+A^{-1}}=\frac{A-I}{A+I}=-A^{\#}
$$

If $A^{T}=-A$ then

$$
\left(A^{\#}\right)^{T}=\frac{I-A^{T}}{I+A^{T}}=\frac{I+A}{I-A}=\left(A^{\#}\right)^{-1}
$$

Remark. The Cayley transformation can be expressed in the form

$$
A^{\#}=(2 I-(I+A))(I+A)^{-1}=2(I+A)^{-1}-I .
$$

22.2. If $U$ is an orthogonal matrix and $|U+I| \neq 0$ then

$$
U=(I-X)(I+X)^{-1}=2(I+X)^{-1}-I,
$$

where $X=U^{\#}$ is a skew-symmetric matrix.
If $S$ is a symmetric matrix then $S=U \Lambda U^{T}$, where $\Lambda$ is a diagonal matrix and $U$ an orthogonal matrix. If $|U+I| \neq 0$ then

$$
S=\left(2(I+X)^{-1}-I\right) \Lambda\left(2(I+X)^{-1}-I\right)^{T}
$$

where $X=U \#$.
Let us prove that similar formulas are also true when $|U+I|=0$.
22.2.1. Theorem ([Hsu, 1953]). For an arbitrary square matrix $A$ there exists a matrix $J=\operatorname{diag}( \pm 1, \ldots, \pm 1)$ such that $|A+J| \neq 0$.

Proof. Let $n$ be the order of $A$. For $n=1$ the statement is obvious. Suppose that the statement holds for any $A$ of order $n-1$ and consider a matrix $A$ of order $n$. Let us express $A$ in the block form $A=\left(\begin{array}{cc}A_{1} & A_{2} \\ A_{3} & a\end{array}\right)$, where $A_{1}$ is a matrix of order $n-1$. By inductive hypothesis there exists a matrix $J_{1}=\operatorname{diag}( \pm 1, \ldots, \pm 1)$ such that $\left|A_{1}+J_{1}\right| \neq 0$; then

$$
\left|\begin{array}{cc}
A_{1}+J_{1} & A_{2} \\
A_{3} & a+1
\end{array}\right|-\left|\begin{array}{cc}
A_{1}+J_{1} & A_{2} \\
A_{3} & a-1
\end{array}\right|=2\left|A_{1}+J_{1}\right| \neq 0
$$

and, therefore, at least one of the determinants in the left-hand side is nonzero.

Corollary. For an orthogonal matrix $U$ there exists a skew-symmetric matrix $X$ and a diagonal matrix $J=\operatorname{diag}( \pm 1, \ldots, \pm 1)$ such that $U=J(I-X)(I+X)^{-1}$.

Proof. There exists a matrix $J=\operatorname{diag}( \pm 1, \ldots, \pm 1)$ such that $|U+J| \neq 0$. Clearly, $J^{2}=I$. Hence, $|J U+I| \neq 0$ and, therefore, $J U=(I-X)(I+X)^{-1}$, where $X=(J U)^{\#}$.
22.2.2. Theorem ([Hsu, 1953]). Any symmetric matrix $S$ can be reduced to the diagonal form with the help of an orthogonal matrix $U$ such that $|U+I| \neq 0$.

Proof. Let $S=U_{1} \Lambda U_{1}^{T}$. By Theorem 22.2.1 there exists a matrix $J=$ $\operatorname{diag}( \pm 1, \ldots, \pm 1)$ such that $\left|U_{1}+J\right| \neq 0$. Then $\left|U_{1} J+I\right| \neq 0$. Let $U=U_{1} J$. Clearly,

$$
U \Lambda U^{T}=U_{1} J \Lambda J U_{1}^{T}=U_{1} \Lambda U_{1}^{T}=S
$$

Corollary. For any symmetric matrix $S$ there exists a skew-symmetric matrix $X$ and a diagonal matrix $\Lambda$ such that

$$
S=\left(2(I+X)^{-1}-I\right) \Lambda\left(2(I+X)^{-1}-I\right)^{T} .
$$

## Problems

22.1. Prove that if $p(\lambda)$ is the characteristic polynomial of an orthogonal matrix of order $n$, then $\lambda^{n} p\left(\lambda^{-1}\right)= \pm p(\lambda)$.
22.2. Prove that any unitary matrix of order 2 with determinant 1 is of the form $\left(\begin{array}{cc}u & v \\ -\bar{v} & \bar{u}\end{array}\right)$, where $|u|^{2}+|v|^{2}=1$.
22.3. The determinant of an orthogonal matrix $A$ of order 3 is equal to 1 .
a) Prove that $(\operatorname{tr} A)^{2}-\operatorname{tr}(A)^{2}=2 \operatorname{tr} A$.
b) Prove that $\left(\sum_{i} a_{i i}-1\right)^{2}+\sum_{i<j}\left(a_{i j}-a_{j i}\right)^{2}=4$.
22.4. Let $J$ be an invertible matrix. A matrix $A$ is said to be $J$-orthogonal if $A^{T} J A=J$, i.e., $A^{T}=J A^{-1} J^{-1}$ and $J$-skew-symmetric if $A^{T} J=-J A$, i.e., $A^{T}=-J A J^{-1}$. Prove that the Cayley transformation sends $J$-orthogonal matrices into $J$-skew-symmetric ones and the other way around.
22.5 ([Djoković, 1971]). Suppose the absolute values of all eigenvalues of an operator $A$ are equal to 1 and $|A x| \leq|x|$ for all $x$. Prove that $A$ is a unitary operator.
22.6 ([Zassenhaus, 1961]). A unitary operator $U$ sends some nonzero vector $x$ to a vector $U x$ orthogonal to $x$. Prove that any arc of the unit circle that contains all eigenvalues of $U$ is of length no less than $\pi$.

## 23. Normal matrices

A linear operator $A$ over $\mathbb{C}$ is said to be normal if $A^{*} A=A A^{*}$; the matrix of a normal operator in an orthonormal basis is called a normal matrix. Clearly, a matrix $A$ is normal if and only if $A^{*} A=A A^{*}$.

The following conditions are equivalent to $A$ being a normal operator:

1) $A=B+i C$, where $B$ and $C$ are commuting Hermitian operators (cf. Theorem 10.3.4);
2) $A=U \Lambda U^{*}$, where $U$ is a unitary and $\Lambda$ is a diagonal matrix, i.e., $A$ has an orthonormal eigenbasis; cf. 17.1;
3) $\sum_{i=1}^{n}\left|\lambda_{i}\right|^{2}=\sum_{i, j=1}^{n}\left|a_{i j}\right|^{2}$, where $\lambda_{1}, \ldots, \lambda_{n}$ are eigenvalues of $A$, cf. Theorem 34.1.1.
23.1.1. Theorem. If $A$ is a normal operator, then $\operatorname{Ker} A^{*}=\operatorname{Ker} A$ and $\operatorname{Im} A^{*}=\operatorname{Im} A$.

Proof. The conditions $A^{*} x=0$ and $A x=0$ are equivalent, since

$$
\left(A^{*} x, A^{*} x\right)=\left(x, A A^{*} x\right)=\left(x, A^{*} A x\right)=(A x, A x) .
$$

The condition $A^{*} x=0$ means that $(x, A y)=\left(A^{*} x, y\right)=0$ for all $y$, i.e., $x \in$ $(\operatorname{Im} A)^{\perp}$. Therefore, $\operatorname{Im} A=\left(\operatorname{Ker} A^{*}\right)^{\perp}$ and $\operatorname{Im} A^{*}=(\operatorname{Ker} A)^{\perp}$. Since Ker $A=$ Ker $A^{*}$, then $\operatorname{Im} A=\operatorname{Im} A^{*}$.

Corollary. If $A$ is a normal operator then

$$
V=\operatorname{Ker} A \oplus(\operatorname{Ker} A)^{\perp}=\operatorname{Ker} A \oplus \operatorname{Im} A
$$

23.1.2. Theorem. An operator $A$ is normal if and only if any eigenvector of $A$ is an eigenvector of $A^{*}$.

Proof. It is easy to verify that if $A$ is a normal operator then the operator $A-\lambda I$ is also normal and, therefore, $\operatorname{Ker}(A-\lambda I)=\operatorname{Ker}\left(A^{*}-\bar{\lambda} I\right)$, i.e., any eigenvector of $A$ is an eigenvector of $A^{*}$.

Now, suppose that any eigenvector of $A$ is an eigenvector of $A^{*}$. Let $A x=\lambda x$ and $(y, x)=0$. Then

$$
(x, A y)=\left(A^{*} x, y\right)=(\mu x, y)=\mu(x, y)=0 .
$$

Take an arbitrary eigenvector $e_{1}$ of $A$. We can restrict $A$ to the subspace $\operatorname{Span}\left(e_{1}\right)^{\perp}$. In this subspace take an arbitrary eigenvector $e_{2}$ of $A$, etc. Finally, we get an orthonormal eigenbasis of $A$ and, therefore, $A$ is a normal operator.
23.2. Theorem. If $A$ is a normal matrix, then $A^{*}$ can expressed as a polynomial of $A$.

Proof. Let $A=U \Lambda U^{*}$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and $U$ is a unitary matrix. Then $A^{*}=U \Lambda^{*} U^{*}$, where $\Lambda^{*}=\operatorname{diag}\left(\bar{\lambda}_{1}, \ldots, \bar{\lambda}_{n}\right)$. There exists an interpolation polynomial $p$ such that $p\left(\lambda_{i}\right)=\bar{\lambda}_{i}$ for $i=1, \ldots, n$, see Appendix 3 . Then

$$
p(\Lambda)=\operatorname{diag}\left(p\left(\lambda_{1}\right), \ldots, p\left(\lambda_{n}\right)\right)=\operatorname{diag}\left(\bar{\lambda}_{1}, \ldots, \bar{\lambda}_{n}\right)=\Lambda^{*}
$$

Therefore, $p(A)=U p(\Lambda) U^{*}=U \Lambda^{*} U^{*}=A^{*}$.
Corollary. If $A$ and $B$ are normal matrices and $A B=B A$ then $A^{*} B=B A^{*}$ and $A B^{*}=B^{*} A$; in particular, $A B$ is a normal matrix.

## Problems

23.1. Let $A$ be a normal matrix. Prove that there exists a normal matrix $B$ such that $A=B^{2}$.
23.2. Let $A$ and $B$ be normal operators such that $\operatorname{Im} A \perp \operatorname{Im} B$. Prove that $A+B$ is a normal operator.
23.3. Prove that the matrix $A$ is normal if and only if $A^{*}=A U$, where $U$ is a unitary matrix.
23.4. Prove that if $A$ is a normal operator and $A=S U$ is its polar decomposition then $S U=U S$.
23.5. The matrices $A, B$ and $A B$ are normal. Prove that so is $B A$.

## 24. Nilpotent matrices

24.1. A square matrix $A$ is said to be nilpotent if $A^{p}=0$ for some $p>0$.
24.1.1. THEOREM. If the order of a nilpotent matrix $A$ is equal to $n$, then $A^{n}=0$.

Proof. Select the largest positive integer $p$ for which $A^{p} \neq 0$. Then $A^{p} x \neq 0$ for some $x$ and $A^{p+1}=0$. Let us prove that the vectors $x, A x, \ldots, A^{p} x$ are linearly independent. Suppose that $A^{k} x=\sum_{i>k} \lambda_{i} A^{i} x$, where $k<p$. Then $A^{p-k}\left(A^{k} x\right)=$ $A^{p} x \neq 0$ but $A^{p-k}\left(\lambda_{i} A^{i} x\right)=0$ since $i>k$. Contradiction. Hence, $p<n$.
24.1.2. THEOREM. The characteristic polynomial of a nilpotent matrix $A$ of order $n$ is equal to $\lambda^{n}$.

Proof. The polynomial $\lambda^{n}$ annihilates $A$ and, therefore, the minimal polynomial of $A$ is equal to $\lambda^{m}$, where $0 \leq m \leq n$, and the characteristic polynomial of $A$ is equal to $\lambda^{n}$.
24.1.3. ThEOREM. Let $A$ be a nilpotent matrix, and let $k$ be the maximal order of Jordan blocks of $A$. Then $A^{k}=0$ and $A^{k-1} \neq 0$.

Proof. Let $N$ be the Jordan block of order $m$ corresponding to the zero eigenvalue. Then there exists a basis $e_{1}, \ldots, e_{m}$ such that $N e_{i}=e_{i+1}$; hence, $N^{p} e_{i}=$ $e_{i+p}$ (we assume that $e_{i+p}=0$ for $i+p>m$ ). Thus, $N^{m}=0$ and $N^{m-1} e_{1}=e_{m}$, i.e., $N^{m-1} \neq 0$.
24.2.1. Theorem. Let $A$ be a matrix of order $n$. The matrix $A$ is nilpotent if and only if $\operatorname{tr}\left(A^{p}\right)=0$ for $p=1, \ldots, n$.

Proof. Let us prove that the matrix $A$ is nilpotent if and only if all its eigenvalues are zero. To this end, reduce $A$ to the Jordan normal form. Suppose that $A$ has nonzero eigenvalues $\lambda_{1}, \ldots, \lambda_{k}$; let $n_{i}$ be the sum of the orders of the Jordan blocks corresponding to the eigenvalue $\lambda_{i}$. Then $\operatorname{tr}\left(A^{p}\right)=n_{1} \lambda_{1}^{p}+\cdots+n_{k} \lambda_{k}^{p}$. Since $k \leq n$, it suffices to prove that the conditions

$$
n_{1} \lambda_{1}^{p}+\cdots+n_{k} \lambda_{k}^{p}=0 \quad(p=1, \ldots, k)
$$

cannot hold. These conditions can be considered as a system of equations for $n_{1}, \ldots, n_{k}$. The determinant of this system is a Vandermonde determinant. It does not vanish and, therefore, $n_{1}=\cdots=n_{k}=0$.
24.2.2. Theorem. Let $A: V \rightarrow V$ be a linear operator and $W$ an invariant subspace, i.e., $A W \subset W$; let $A_{1}: W \rightarrow W$ and $A_{2}: V / W \rightarrow V / W$ be the operators induced by $A$. If operators $A_{1}$ and $A_{2}$ are nilpotent, then so is $A$.

Proof. Let $A_{1}^{p}=0$ and $A_{2}^{q}=0$. The condition $A_{2}^{q}=0$ means that $A^{q} V \subset W$ and the condition $A_{1}^{p}=0$ means that $A^{p} W=0$. Therefore, $A^{p+q} V \subset A^{p} W=$ 0 .
24.3. The Jordan normal form of a nilpotent matrix $A$ is a block diagonal matrix with Jordan blocks $J_{n_{1}}(0), \ldots, J_{n_{k}}(0)$ on the diagonal with $n_{1}+\cdots+n_{k}=n$, where $n$ is the order of $A$. We may assume that $n_{1} \geq \cdots \geq n_{k}$. The set $\left(n_{1}, \ldots, n_{k}\right)$ is called a partition of the number $n$. To a partition $\left(n_{1}, \ldots, n_{k}\right)$ we can assign the

## Figure 5

Young tableau consisting of $n$ cells with $n_{i}$ cells in the $i$ th row and the first cells of all rows are situated in the first column, see Figure 5.

Clearly, nilpotent matrices are similar if and only if the same Young tableau corresponds to them.

The dimension of $\operatorname{Ker} A^{m}$ can be expressed in terms of the partition $\left(n_{1}, \ldots, n_{k}\right)$. It is easy to check that

$$
\begin{aligned}
& \operatorname{dim} \operatorname{Ker} A=k=\operatorname{Card}\left\{j \mid n_{j} \geq 1\right\}, \\
& \operatorname{dim} \operatorname{Ker} A^{2}=\operatorname{dim} \operatorname{Ker} A+\operatorname{Card}\left\{j \mid n_{j} \geq 2\right\}, \\
& \operatorname{dim} \operatorname{Ker} A^{m}=\operatorname{dim} \operatorname{Ker} A^{m-1}+\operatorname{Card}\left\{j \mid n_{j} \geq m\right\} .
\end{aligned}
$$

The partition $\left(n_{1}^{\prime}, \ldots, n_{l}^{\prime}\right)$, where $n_{i}^{\prime}=\operatorname{Card}\left\{j \mid n_{j} \geq i\right\}$, is called the dual to the partition $\left(n_{1}, \ldots, n_{k}\right)$. Young tableaux of dual partitions of a number $n$ are obtained from each other by transposition similar to a transposition of a matrix. If the partition $\left(n_{1}, \ldots, n_{k}\right)$ corresponds to a nilpotent matrix $A$ then $\operatorname{dim} \operatorname{Ker} A^{m}=$ $n_{1}^{\prime}+\cdots+n_{m}^{\prime}$.

## Problems

24.1. Let $A$ and $B$ be two matrices of order $n$. Prove that if $A+\lambda B$ is a nilpotent matrix for $n+1$ distinct values of $\lambda$, then $A$ and $B$ are nilpotent matrices.
24.2. Find matrices $A$ and $B$ such that $\lambda A+\mu B$ is nilpotent for any $\lambda$ and $\mu$ but there exists no matrix $P$ such that $P^{-1} A P$ and $P^{-1} B P$ are triangular matrices.

## 25. Projections. Idempotent matrices

25.1. An operator $P: V \rightarrow V$ is called a projection (or idempotent) if $P^{2}=P$.
25.1.1. Theorem. In a certain basis, the matrix of a projection $P$ is of the form $\operatorname{diag}(1, \ldots, 1,0, \ldots, 0)$.

Proof. Any vector $v \in V$ can be represented in the form $v=P v+(v-P v)$, where $P v \in \operatorname{Im} P$ and $v-P v \in \operatorname{Ker} P$. Besides, if $x \in \operatorname{Im} P \cap \operatorname{Ker} P$, then $x=0$. Indeed, in this case $x=P y$ and $P x=0$ and, therefore, $0=P x=P^{2} y=P y=x$. Hence, $V=\operatorname{Im} P \oplus \operatorname{Ker} P$. For a basis of $V$ select the union of bases of $\operatorname{Im} P$ and Ker $P$. In this basis the matrix of $P$ is of the required form.
25.1.1.1. COROLLARY. There exists a one-to-one correspondence between projections and decompositions $V=W_{1} \oplus W_{2}$. To every such decomposition there corresponds the projection $P\left(w_{1}+w_{2}\right)=w_{1}$, where $w_{1} \in W_{1}$ and $w_{2} \in W_{2}$, and to every projection there corresponds a decomposition $V=\operatorname{Im} P \oplus \operatorname{Ker} P$.

The operator $P$ can be called the projection onto $W_{1}$ parallel to $W_{2}$.
25.1.1.2. Corollary. If $P$ is a projection then $\operatorname{rank} P=\operatorname{tr} P$.
25.1.2. Theorem. If $P$ is a projection, then $I-P$ is also a projection; besides, $\operatorname{Ker}(I-P)=\operatorname{Im} P$ and $\operatorname{Im}(I-P)=\operatorname{Ker} P$.

Proof. If $P^{2}=P$ then $(I-P)^{2}=I-2 P+P^{2}=I-P$. According to the proof of Theorem 25.1.1 Ker $P$ consists of vectors $v-P v$, i.e., $\operatorname{Ker} P=\operatorname{Im}(I-P)$. Similarly, $\operatorname{Ker}(I-P)=\operatorname{Im} P$.

Corollary. If $P$ is the projection onto $W_{1}$ parallel to $W_{2}$, then $I-P$ is the projection onto $W_{2}$ parallel to $W_{1}$.
25.2. Let $P$ be a projection and $V=\operatorname{Im} P \oplus \operatorname{Ker} P$. If $\operatorname{Im} P \perp \operatorname{Ker} P$, then $P v$ is an orthogonal projection of $v$ onto $\operatorname{Im} P$; cf. 9.3.
25.2.1. Theorem. A projection $P$ is Hermitian if and only if $\operatorname{Im} P \perp \operatorname{Ker} P$.

Proof. If $P$ is Hermitian then $\operatorname{Ker} P=\left(\operatorname{Im} P^{*}\right)^{\perp}=(\operatorname{Im} P)^{\perp}$. Now, suppose that $P$ is a projection and $\operatorname{Im} P \perp \operatorname{Ker} P$. The vectors $x-P x$ and $y-P y$ belong to Ker $P$; therefore, $(P x, y-P y)=0$ and $(x-P x, P y)=0$, i.e., $(P x, y)=(P x, P y)=$ ( $x, P y$ ).

Remark. If a projection $P$ is Hermitian, then $(P x, y)=(P x, P y)$; in particular, $(P x, x)=|P x|^{2}$.
25.2.2. Theorem. A projection $P$ is Hermitian if and only if $|P x| \leq|x|$ for all $x$.

Proof. If the projection $P$ is Hermitian, then $x-P x \perp x$ and, therefore, $|x|^{2}=|P x|^{2}+|P x-x|^{2} \geq|P x|^{2}$. Thus, if $|P x| \leq|x|$, then Ker $P \perp \operatorname{Im} P$.

Now, assume that $v \in \operatorname{Im} P$ is not perpendicular to $\operatorname{Ker} P$ and $v_{1}$ is the projection of $v$ on Ker $P$. Then $\left|v-v_{1}\right|<|v|$ and $v=P\left(v-v_{1}\right)$; therefore, $\left|v-v_{1}\right|<\left|P\left(v-v_{1}\right)\right|$. Contradiction.

Hermitian projections $P$ and $Q$ are said to be orthogonal if $\operatorname{Im} P \perp \operatorname{Im} Q$, i.e., $P Q=Q P=0$.
25.2.3. Theorem. Let $P_{1}, \ldots, P_{n}$ be Hermitian projections. The operator $P=$ $P_{1}+\cdots+P_{n}$ is a projection if and only if $P_{i} P_{j}=0$ for $i \neq j$.

Proof. If $P_{i} P_{j}=0$ for $i \neq j$ then

$$
P^{2}=\left(P_{1}+\cdots+P_{n}\right)^{2}=P_{1}^{2}+\cdots+P_{n}^{2}=P_{1}+\cdots+P_{n}=P .
$$

Now, suppose that $P=P_{1}+\cdots+P_{n}$ is a projection. This projection is Hermitian and, therefore, if $x=P_{i} x$ then

$$
\begin{aligned}
|x|^{2}=\left|P_{i} x\right|^{2} \leq\left|P_{1} x\right|^{2}+ & \cdots+\left|P_{n} x\right|^{2} \\
& =\left(P_{1} x, x\right)+\cdots+\left(P_{n} x, x\right)=(P x, x)=|P x|^{2} \leq|x|^{2} .
\end{aligned}
$$

Hence, $P_{j} x=0$ for $i \neq j$, i.e., $P_{j} P_{i}=0$.
25.3. Let $W \subset V$ and let $a_{1}, \ldots, a_{k}$ be a basis of $W$. Consider the matrix $A$ of size $n \times k$ whose columns are the coordinates of the vectors $a_{1}, \ldots, a_{k}$ with respect to an orthonormal basis of $V$. Then $\operatorname{rank} A^{*} A=\operatorname{rank} A=k$, and, therefore, $A^{*} A$ is invertible.

The orthogonal projection $P v$ of $v$ on $W$ can be expressed with the help of $A$. Indeed, on the one hand, $P v=x_{1} a_{1}+\cdots+x_{k} a_{k}$, i.e., $P v=A x$, where $x$ is the column $\left(x_{1}, \ldots, x_{k}\right)^{T}$. On the other hand, $P v-v \perp W$, i.e., $A^{*}(v-A x)=0$. Hence, $x=\left(A^{*} A\right)^{-1} A^{*} v$ and, therefore, $P v=A x=A\left(A^{*} A\right)^{-1} A^{*} v$, i.e., $P=$ $A\left(A^{*} A\right)^{-1} A^{*}$.

If the basis $a_{1}, \ldots, a_{k}$ is orthonormal, then $A^{*} A=I$ and, therefore, $P=A A^{*}$.
25.4.1. Theorem ([Djoković, 1971]). Let $V=V_{1} \oplus \cdots \oplus V_{k}$, where $V_{i} \neq 0$ for $i=1, \ldots, k$, and let $P_{i}: V \rightarrow V_{i}$ be orthogonal projections, $A=P_{1}+\cdots+P_{k}$. Then $0<|A| \leq 1$, and $|A|=1$ if and only if $V_{i} \perp V_{j}$ whenever $i \neq j$.

First, let us prove two lemmas. In what follows $P_{i}$ denotes the orthogonal projection to $V_{i}$ and $P_{i j}: V_{i} \rightarrow V_{j}$ is the restriction of $P_{j}$ onto $V_{i}$.
25.4.1.1. Lemma. Let $V=V_{1} \oplus V_{2}$ and $V_{i} \neq 0$. Then $0<\left|I-P_{12} P_{21}\right| \leq 1$ and the equality takes place if and only if $V_{1} \perp V_{2}$.

Proof. The operators $P_{1}$ and $P_{2}$ are nonnegative definite and, therefore, the operator $A=P_{1}+P_{2}$ is also nonnegative definite. Besides, if $A x=P_{1} x+P_{2} x=0$, then $P_{1} x=P_{2} x=0$, since $P_{1} x \in V_{1}$ and $P_{2} x \in V_{2}$. Hence, $x \perp V_{1}$ and $x \perp V_{2}$ and, therefore, $x=0$. Hence, $A$ is positive definite and $|A|>0$.

For a basis of $V$ take the union of bases of $V_{1}$ and $V_{2}$. In these bases, the matrix of $A$ is of the form $\left(\begin{array}{cc}I & P_{21} \\ P_{12} & I\end{array}\right)$. Consider the matrix $B=\left(\begin{array}{cc}I & 0 \\ P_{12} & I-P_{12} P_{21}\end{array}\right)$. As is easy to verify, $\left|I-P_{12} P_{21}\right|=|B|=|A|>0$. Now, let us prove that the absolute value of each of the eigenvalues of $I-P_{12} P_{21}$ (i.e., of the restriction $B$ to $V_{2}$ ) does not exceed 1. Indeed, if $x \in V_{2}$ then

$$
\begin{aligned}
|B x|^{2}=(B x, B x)=\left(x-P_{2} P_{1} x,\right. & \left.x-P_{2} P_{1} x\right) \\
& =|x|^{2}-\left(P_{2} P_{1} x, x\right)-\left(x, P_{2} P_{1} x\right)+\left|P_{2} P_{1} x\right|^{2}
\end{aligned}
$$

Since

$$
\left(P_{2} P_{1} x, x\right)=\left(P_{1} x, P_{2} x\right)=\left(P_{1} x, x\right)=\left|P_{1} x\right|^{2}, \quad\left(x, P_{2} P_{1} x\right)=\left|P_{1} x\right|^{2}
$$

and $\left|P_{1} x\right|^{2} \geq\left|P_{2} P_{1} x\right|^{2}$, it follows that

$$
\begin{equation*}
|B x|^{2} \leq|x|^{2}-\left|P_{1} x\right|^{2} . \tag{1}
\end{equation*}
$$

The absolute value of any eigenvalue of $I-P_{12} P_{21}$ does not exceed 1 and the determinant of this operator is positive; therefore, $0<\left|I-P_{12} P_{21}\right| \leq 1$.

If $\left|I-P_{12} P_{21}\right|=1$ then all eigenvalues of $I-P_{12} P_{21}$ are equal to 1 and, therefore, taking (1) into account we see that this operator is unitary; cf. Problem 22.1. Hence, $|B x|=|x|$ for any $x \in V_{2}$. Taking (1) into account once again, we get $\left|P_{1} x\right|=0$, i.e., $V_{2} \perp V_{1}$.
25.4.1.2. Lemma. Let $V=V_{1} \oplus V_{2}$, where $V_{i} \neq 0$ and let $H$ be an Hermitian operator such that $\operatorname{Im} H=V_{1}$ and $H_{1}=\left.H\right|_{V_{1}}$ is positive definite. Then $0<$ $\left|H+P_{2}\right| \leq\left|H_{1}\right|$ and the equality takes place if and only if $V_{1} \perp V_{2}$.

Proof. For a basis of $V$ take the union of bases of $V_{1}$ and $V_{2}$. In this basis the matrix of $H+P_{2}$ is of the form $\left(\begin{array}{cc}H_{1} & H_{1} P_{21} \\ P_{12} & I\end{array}\right)$. Indeed, since Ker $H=\left(\operatorname{Im} H^{*}\right)^{\perp}=$ $(\operatorname{Im} H)^{\perp}=V_{1}^{\perp}$, then $H=H P_{1}$; hence, $\left.H\right|_{V_{2}}=H_{1} P_{21}$. It is easy to verify that

$$
\left|\begin{array}{cc}
H_{1} & H_{1} P_{21} \\
P_{12} & I
\end{array}\right|=\left|\begin{array}{cc}
H_{1} & 0 \\
P_{12} & I-P_{12} P_{21}
\end{array}\right|=\left|H_{1}\right| \cdot\left|I-P_{12} P_{21}\right| .
$$

It remains to make use of Lemma 25.4.1.1.
Proof of Theorem 25.4.1. As in the proof of Lemma 25.4.1.1, we can show that $|A|>0$. The proof of the inequality $|A| \leq 1$ will be carried out by induction on $k$. For $k=1$ the statement is obvious. For $k>1$ consider the space $W=$ $V_{1} \oplus \cdots \oplus V_{k-1}$. Let

$$
Q_{i}=\left.P_{i}\right|_{W}(i=1, \ldots, k-1), \quad H_{1}=Q_{1}+\cdots+Q_{k-1} .
$$

By the inductive hypothesis $\left|H_{1}\right| \leq 1$; besides, $\left|H_{1}\right|>0$. Applying Lemma 25.4.1.2 to $H=P_{1}+\cdots+P_{k-1}$ we get $0<|A|=\left|H+P_{k}\right| \leq\left|H_{1}\right| \leq 1$.

If $|A|=1$ then by Lemma 25.4.1.2 $V_{k} \perp W$. Besides, $\left|H_{1}\right|=1$, hence, $V_{i} \perp V_{j}$ for $i, j \leq k-1$.
25.4.2. Theorem ([Djoković, 1971]). Let $N_{i}$ be a normal operator in $V$ whose nonzero eigenvalues are equal to $\lambda_{1}^{(i)}, \ldots, \lambda_{r_{i}}^{(i)}$. Further, let $r_{1}+\cdots+r_{k} \leq \operatorname{dim} V$. If the nonzero eigenvalues of $N=N_{1}+\cdots+N_{k}$ are equal to $\lambda_{j}^{(i)}$, where $j=1, \ldots, r_{i}$, then $N$ is a normal operator, $\operatorname{Im} N_{i} \perp \operatorname{Im} N_{j}$ and $N_{i} N_{j}=0$ for $i \neq j$.

Proof. Let $V_{i}=\operatorname{Im} N_{i}$. Since $\operatorname{rank} N=\operatorname{rank} N_{1}+\cdots+\operatorname{rank} N_{k}$, it follows that $W=V_{1}+\cdots+V_{k}$ is the direct sum of these subspaces. For a normal operator $\operatorname{Ker} N_{i}=\left(\operatorname{Im} N_{i}\right)^{\perp}$, and so $\operatorname{Ker} N_{i} \subset W^{\perp}$; hence, $\operatorname{Ker} N \subset W^{\perp}$. It is also clear that $\operatorname{dim} \operatorname{Ker} N=\operatorname{dim} W^{\perp}$. Therefore, without loss of generality we may confine ourselves to a subspace $W$ and assume that $r_{1}+\cdots+r_{k}=\operatorname{dim} V$, i.e., $\operatorname{det} N \neq 0$.

Let $M_{i}=\left.N_{i}\right|_{V_{i}}$. For a basis of $V$ take the union of bases of the spaces $V_{i}$. Since $N=\sum N_{i}=\sum N_{i} P_{i}=\sum M_{i} P_{i}$, in this basis the matrix of $N$ takes the form

$$
\left(\begin{array}{ccc}
M_{1} P_{11} & \ldots & M_{1} P_{k 1} \\
\vdots & \vdots & \vdots \\
M_{k} P_{1 k} & \ldots & M_{k} P_{k k}
\end{array}\right)=\left(\begin{array}{ccc}
M_{1} & \ldots & 0 \\
\vdots & \vdots & \vdots \\
0 & \ldots & M_{k}
\end{array}\right)\left(\begin{array}{ccc}
P_{11} & \ldots & P_{k 1} \\
\vdots & \vdots & \vdots \\
P_{1 k} & \ldots & P_{k k}
\end{array}\right)
$$

The condition on the eigenvalues of the operators $N_{i}$ and $N$ implies $|N-\lambda I|=$ $\prod_{i=1}^{k}\left|M_{i}-\lambda I\right|$. In particular, for $\lambda=0$ we have $|N|=\prod_{i=1}^{k}\left|M_{i}\right|$. Hence,

$$
\left|\begin{array}{ccc}
P_{11} & \ldots & P_{k 1} \\
\vdots & \vdots & \vdots \\
P_{1 k} & \ldots & P_{k k}
\end{array}\right|=1 \text {, i.e., }\left|P_{1}+\cdots+P_{k}\right|=1 \text {. }
$$

Applying Theorem 25.4.1 we see that $V=V_{1} \oplus \cdots \oplus V_{k}$ is the direct sum of orthogonal subspaces. Therefore, $N$ is a normal operator, cf. 17.1, and $N_{i} N_{j}=0$, since $\operatorname{Im} N_{j} \subset\left(\operatorname{Im} N_{i}\right)^{\perp}=\operatorname{Ker} N_{i}$.

## Problems

25.1. Let $P_{1}$ and $P_{2}$ be projections. Prove that
a) $P_{1}+P_{2}$ is a projection if and only if $P_{1} P_{2}=P_{2} P_{1}=0$;
b) $P_{1}-P_{2}$ is a projection if and only if $P_{1} P_{2}=P_{2} P_{1}=P_{2}$.
25.2. Find all matrices of order 2 that are projections.
25.3 (The ergodic theorem). Let $A$ be a unitary operator. Prove that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} A^{i} x=P x
$$

where $P$ is an Hermitian projection onto $\operatorname{Ker}(A-I)$.
25.4. The operators $A_{1}, \ldots, A_{k}$ in a space $V$ of dimension $n$ are such that $A_{1}+\cdots+A_{k}=I$. Prove that the following conditions are equivalent:
(a) the operators $A_{i}$ are projections;
(b) $A_{i} A_{j}=0$ for $i \neq j$;
(c) $\operatorname{rank} A_{1}+\cdots+\operatorname{rank} A_{k}=n$.

## 26. Involutions

26.1. A linear operator $A$ is called an involution if $A^{2}=I$. As is easy to verify, an operator $P$ is a projection if and only if the operator $2 P-I$ is an involution. Indeed, the equation

$$
I=(2 P-I)^{2}=4 P^{2}-4 P+I
$$

is equivalent to the equation $P^{2}=P$.
Theorem. Any involution takes the form $\operatorname{diag}( \pm 1, \ldots, \pm 1)$ in some basis.
Proof. If $A$ is an involution, then $P=(A+I) / 2$ is a projection; this projection takes the form $\operatorname{diag}(1, \ldots, 1,0, \ldots, 0)$ in a certain basis, cf. Theorem 25.1.1. In the same basis the operator $A=2 P-I$ takes the form $\operatorname{diag}(1, \ldots, 1,-1, \ldots,-1)$.

Remark. Using the decomposition $x=\frac{1}{2}(x-A x)+\frac{1}{2}(x+A x)$ we can prove that $V=\operatorname{Ker}(A+I) \oplus \operatorname{Ker}(A-I)$.
26.2. Theorem ([Djoković, 1967]). A matrix A can be represented as the product of two involutions if and only if the matrices $A$ and $A^{-1}$ are similar.

Proof. If $A=S T$, where $S$ and $T$ are involutions, then $A^{-1}=T S=S(S T) S=$ $S A S^{-1}$.

Now, suppose that the matrices $A$ and $A^{-1}$ are similar. The Jordan normal form of $A$ is of the form $\operatorname{diag}\left(J_{1}, \ldots, J_{k}\right)$ and, therefore, $\operatorname{diag}\left(J_{1}, \ldots, J_{k}\right) \sim$ $\operatorname{diag}\left(J_{1}^{-1}, \ldots, J_{k}^{-1}\right)$. If $J$ is a Jordan block, then the matrix $J^{-1}$ is similar to a Jordan block. Therefore, the matrices $J_{1}, \ldots, J_{k}$ can be separated into two classes: for the matrices from the first class we have $J_{\alpha}^{-1} \sim J_{\alpha}$ and for the matrices from the second class we have $J_{\alpha}^{-1} \sim J_{\beta}$ and $J_{\beta}^{-1} \sim J_{\alpha}$. It suffices to show that a matrix $J_{\alpha}$ from the first class and the matrix $\operatorname{diag}\left(J_{\alpha}, J_{\beta}\right)$, where $J_{\alpha}$, $J_{\beta}$ are from the second class can be represented as products of two involutions.

The characteristic polynomial of a Jordan block coincides with the minimal polynomial and, therefore, if $p$ and $q$ are minimal polynomials of the matrices $J_{\alpha}$ and $J_{\alpha}^{-1}$, respectively, then $q(\lambda)=p(0)^{-1} \lambda^{n} p\left(\lambda^{-1}\right)$, where $n$ is the order of $J_{\alpha}$ (see Problem 13.3).

Let $J_{\alpha} \sim J_{\alpha}^{-1}$. Then $p(\lambda)=p(0)^{-1} \lambda^{n} p\left(\lambda^{-1}\right)$, i.e.,

$$
p(\lambda)=\sum \alpha_{i} \lambda^{n-i}, \text { where } \alpha_{0}=1
$$

and $\alpha_{n} \alpha_{n-i}=\alpha_{i}$. The matrix $J_{\alpha}$ is similar to a cyclic block and, therefore, there exists a basis $e_{1}, \ldots, e_{n}$ such that $J_{\alpha} e_{k}=e_{k+1}$ for $k \leq n-1$ and

$$
J_{\alpha} e_{n}=J_{\alpha}^{n} e_{1}=-\alpha_{n} e_{1}-\alpha_{n-1} e_{2}-\cdots-\alpha_{1} e_{n} .
$$

Let $T e_{k}=e_{n-k+1}$. Obviously, $T$ is an involution. If $S T e_{k}=J_{\alpha} e_{k}$, then $S e_{n-k+1}=$ $e_{k+1}$ for $k \neq n$ and $S e_{1}=-\alpha_{n} e_{1}-\cdots-\alpha_{1} e_{n}$. Let us verify that $S$ is an involution:

$$
\begin{aligned}
S^{2} e_{1}=\alpha_{n}\left(\alpha_{n} e_{1}+\cdots\right. & \left.+\alpha_{1} e_{n}\right)-\alpha_{n-1} e_{n}-\cdots-\alpha_{1} e_{2} \\
& =e_{1}+\left(\alpha_{n} \alpha_{n-1}-\alpha_{1}\right) e_{2}+\cdots+\left(\alpha_{n} \alpha_{1}-\alpha_{n-1}\right) e_{n}=e_{1}
\end{aligned}
$$

clearly, $S^{2} e_{i}=e_{i}$ for $i \neq 1$.
Now, consider the case $J_{\alpha}^{-1} \sim J_{\beta}$. Let $\sum \alpha_{i} \lambda^{n-i}$ and $\sum \beta_{i} \lambda^{n-i}$ be the minimal polynomials of $J_{\alpha}$ and $J_{\beta}$, respectively. Then

$$
\sum \alpha_{i} \lambda^{n-i}=\beta_{n}^{-1} \lambda^{n} \sum \beta_{i} \lambda^{i-n}=\beta_{n}^{-1} \sum \beta_{i} \lambda^{i} .
$$

Hence, $\alpha_{n-i} \beta_{n}=\beta_{i}$ and $\alpha_{n} \beta_{n}=\beta_{0}=1$. There exist bases $e_{1}, \ldots, e_{n}$ and $\varepsilon_{1}, \ldots, \varepsilon_{n}$ such that

$$
J_{\alpha} e_{k}=e_{k+1}, J_{\alpha} e_{n}=-\alpha_{n} e_{1}-\cdots-\alpha_{1} e_{n}
$$

and

$$
J_{\beta} \varepsilon_{k+1}=\varepsilon_{k}, J_{\beta} \varepsilon_{1}=-\beta_{1} \varepsilon_{1}-\cdots-\beta_{n} \varepsilon_{n} .
$$

Let $T e_{k}=\varepsilon_{k}$ and $T \varepsilon_{k}=e_{k}$. If $\operatorname{diag}\left(J_{\alpha}, J_{\beta}\right)=S T$ then

$$
\begin{aligned}
S e_{k+1} & =S T \varepsilon_{k+1}=J_{\beta} \varepsilon_{k+1}=\varepsilon_{k}, \\
S \varepsilon_{k} & =e_{k+1}, \\
S e_{1} & =S T \varepsilon_{1}=J_{\beta} \varepsilon_{1}=-\beta_{1} \varepsilon_{1}-\cdots-\beta_{n} \varepsilon_{n}
\end{aligned}
$$

and $S e_{n}=-\alpha_{n} e_{1}-\cdots-\alpha_{1} e_{n}$. Let us verify that $S$ is an involution. The equalities $S^{2} e_{i}=e_{i}$ and $S^{2} \varepsilon_{j}=\varepsilon_{j}$ are obvious for $i \neq 1$ and $j \neq n$ and we have

$$
\begin{array}{r}
S^{2} e_{1}=S\left(-\beta_{1} \varepsilon_{1}-\cdots-\beta_{n} \varepsilon_{n}\right)=-\beta_{1} e_{2}-\cdots-\beta_{n-1} e_{n}+\beta_{n}\left(\alpha_{n} e_{1}+\cdots+\alpha_{1} e_{n}\right) \\
=e_{1}+\left(\beta_{n} \alpha_{n-1}-\beta_{1}\right) e_{2}+\cdots+\left(\beta_{n} \alpha_{1}-\beta_{n-1}\right) e_{n}=e_{1} .
\end{array}
$$

Similarly, $S^{2} \varepsilon_{n}=\varepsilon_{n}$.
Corollary. If $B$ is an invertible matrix and $X^{T} B X=B$ then $X$ can be represented as the product of two involutions. In particular, any orthogonal matrix can be represented as the product of two involutions.

Proof. If $X^{T} B X=B$, then $X^{T}=B X^{-1} B^{-1}$, i.e., the matrices $X^{-1}$ and $X^{T}$ are similar. Besides, the matrices $X$ and $X^{T}$ are similar for any matrix $X$.

## Solutions

19.1. Let $S=U \Lambda U^{*}$, where $U$ is a unitary matrix, $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{r}, 0, \ldots, 0\right)$. Then $S=S_{1}+\cdots+S_{r}$, where $S_{i}=U \Lambda_{i} U^{*}, \Lambda_{i}=\operatorname{diag}\left(0, \ldots, \lambda_{i}, \ldots, 0\right)$.
19.2. We can represent $A$ in the form $U \Lambda U^{-1}$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right), \lambda_{i}>$ 0 . Therefore, $\operatorname{adj} A=U(\operatorname{adj} \Lambda) U^{-1}$ and $\operatorname{adj} \Lambda=\operatorname{diag}\left(\lambda_{2} \ldots \lambda_{n}, \ldots, \lambda_{1} \ldots \lambda_{n-1}\right)$.
19.3. Let $\lambda_{1}, \ldots, \lambda_{r}$ be the nonzero eigenvalues of $A$. All of them are real and, therefore, $(\operatorname{tr} A)^{2}=\left(\lambda_{1}+\cdots+\lambda_{r}\right)^{2} \leq r\left(\lambda_{1}^{2}+\cdots+\lambda_{r}^{2}\right)=r \operatorname{tr}\left(A^{2}\right)$.
19.4. Let $U$ be an orthogonal matrix such that $U^{-1} A U=\Lambda$ and $|U|=1$. Set $x=U y$. Then $x^{T} A x=y^{T} \Lambda y$ and $d x_{1} \ldots d x_{n}=d y_{1} \ldots d y_{n}$ since the Jacobian of this transformation is equal to $|U|$. Hence,

$$
\begin{aligned}
\int_{-\infty}^{\infty} e^{-x^{T} A x} d x=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} & e^{-\lambda_{1} y_{1}^{2} \cdots-\lambda_{n} y_{n}^{2}} d y \\
& =\prod_{i=1}^{n} \int_{-\infty}^{\infty} e^{-\lambda_{i} y_{i}^{2}} d y_{i}=\prod_{i=1}^{n} \sqrt{\frac{\pi}{\lambda_{i}}}=(\sqrt{\pi})^{n}|A|^{-\frac{1}{2}}
\end{aligned}
$$

19.5. Let the columns $i_{1}, \ldots, i_{r}$ of the matrix $A$ of $\operatorname{rank} r$ be linearly independent. Then all columns of $A$ can be expressed linearly in terms of these columns, i.e.,

$$
\left(\begin{array}{ccc}
a_{11} & \ldots & a_{1 n} \\
\vdots & \vdots & \vdots \\
a_{n 1} & \ldots & a_{n n}
\end{array}\right)=\left(\begin{array}{ccc}
a_{1 i_{1}} & \ldots & a_{1 i_{k}} \\
\vdots & \vdots & \vdots \\
a_{n i_{1}} & \ldots & a_{n i_{k}}
\end{array}\right)\left(\begin{array}{ccc}
x_{11} & \ldots & x_{1 n} \\
\vdots & \vdots & \vdots \\
x_{i_{k} 1} & \ldots & x_{i_{k} n}
\end{array}\right) .
$$

In particular, for the rows $i_{1}, \ldots, i_{r}$ of $A$ we get the expression

$$
\left(\begin{array}{ccc}
a_{i_{1} 1} & \ldots & a_{i_{1} n} \\
\vdots & \vdots & \vdots \\
a_{i_{k} 1} & \ldots & a_{i_{k} n}
\end{array}\right)=\left(\begin{array}{ccc}
a_{i_{1} i_{1}} & \ldots & a_{i_{1} i_{k}} \\
\vdots & \vdots & \vdots \\
a_{i_{k} i_{1}} & \ldots & a_{i_{k} i_{k}}
\end{array}\right)\left(\begin{array}{ccc}
x_{11} & \ldots & x_{1 n} \\
\vdots & \vdots & \vdots \\
x_{i_{k} 1} & \ldots & x_{i_{k} n}
\end{array}\right) .
$$

Both for a symmetric matrix and for an Hermitian matrix the linear independence of the columns $i_{1}, \ldots, i_{r}$ implies the linear independence of the rows $i_{1}, \ldots, i_{k}$ and, therefore,

$$
\left|\begin{array}{ccc}
a_{i_{1} i_{1}} & \ldots & a_{i_{1} i_{k}} \\
\vdots & \vdots & \vdots \\
a_{i_{k} i_{1}} & \ldots & a_{i_{k} i_{k}}
\end{array}\right| \neq 0
$$

19.6. The scalar product of the $i$ th row of $S$ by the $j$ th column of $S^{-1}$ vanishes for $i \neq j$. Therefore, every column of $S^{-1}$ contains a positive and a negative element; hence, the number of nonnegative elements of $S^{-1}$ is not less than $2 n$ and the number of zero elements does not exceed $n^{2}-2 n$.

An example of a matrix $S^{-1}$ with precisely the needed number of zero elements is as follows:

$$
S^{-1}=\left(\begin{array}{cccccc}
1 & 1 & 1 & 1 & 1 & \ldots \\
1 & 2 & 2 & 2 & 2 & \ldots \\
1 & 2 & 1 & 1 & 1 & \cdots \\
1 & 2 & 1 & 2 & 2 & \cdots \\
1 & 2 & 1 & 2 & 1 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)^{-1}=\left(\begin{array}{ccccccc}
2 & -1 & & & & \\
-1 & 0 & 1 & & & \\
& 1 & 0 & -1 & & \\
& & -1 & 0 & & \\
& & & & \ddots & & \\
& & & & & 0 & -s \\
& & & & & -s & s
\end{array}\right),
$$

where $s=(-1)^{n}$.
20.1. Let $a_{i i}=0$ and $a_{i j} \neq 0$. Take a column $x$ such that $x_{i}=t a_{i j}, x_{j}=1$, the other elements being zero. Then $x^{*} A x=a_{j j}+2 t\left|a_{i j}\right|^{2}$. As $t$ varies from $-\infty$ to $+\infty$ the quantity $x^{*} A x$ takes both positive and negative values.
20.2. No, not necessarily. Let $A_{1}=B_{1}=\operatorname{diag}(0,1,-1)$; let

$$
A_{2}=\left(\begin{array}{ccc}
0 & \sqrt{2} & 2 \\
\sqrt{2} & 0 & 0 \\
2 & 0 & 0
\end{array}\right) \quad \text { and } \quad B_{2}=\left(\begin{array}{ccc}
0 & 0 & \sqrt{2} \\
0 & 0 & 2 \\
\sqrt{2} & 2 & 0
\end{array}\right) .
$$

It is easy to verify that

$$
\left|x A_{1}+y A_{2}+\lambda I\right|=\lambda^{3}-\lambda\left(x^{2}+6 y^{2}\right)-2 y^{2} x=\left|x B_{1}+y B_{2}+\lambda I\right| .
$$

Now, suppose there exists an orthogonal matrix $U$ such that $U A_{1} U^{T}=B_{1}=A_{1}$ and $U A_{2} U^{T}=B_{2}$. Then $U A_{1}=A_{1} U$ and since $A_{1}$ is a diagonal matrix with distinct elements on the diagonal, then $U$ is an orthogonal diagonal matrix (see Problem 39.1 a) ), i.e., $U=\operatorname{diag}(\lambda, \mu, \nu)$, where $\lambda, \mu, \nu= \pm 1$. Hence,

$$
\left(\begin{array}{ccc}
0 & 0 & \sqrt{2} \\
0 & 0 & 2 \\
\sqrt{2} & 2 & 0
\end{array}\right)=B_{2}=U A_{2} U^{T}=\left(\begin{array}{ccc}
0 & \sqrt{2} \lambda \mu & 2 \lambda \mu \\
\sqrt{2} \lambda \mu & 0 & 0 \\
2 \lambda \nu & 0 & 0
\end{array}\right) .
$$

Contradiction.
21.1. The nonzero eigenvalues of $A$ are purely imaginary and, therefore, -1 cannot be its eigenvalue.
21.2. Since $(-A)^{-1}=-A^{-1}$, it follows that $\left(A^{-1}\right)^{T}=\left(A^{T}\right)^{-1}=(-A)^{-1}=$ $-A^{-1}$.
21.3. We will repeatedly make use of the fact that for a skew-symmetric matrix $A$ of even order $\operatorname{dim} \operatorname{Ker} A$ is an even number. (Indeed, the rank of a skew-symmetric matrix is an even number, see 21.2.) First, consider the case of the zero eigenvalue, i.e., let us prove that if $\operatorname{dim} \operatorname{Ker} A B \geq 1$, then $\operatorname{dim} \operatorname{Ker} A B \geq 2$. If $|B|=0$, then $\operatorname{dim} \operatorname{Ker} A B \geq \operatorname{dim} \operatorname{Ker} B \geq 2$. If $|B| \neq 0$, then $\operatorname{Ker} A B=B^{-1} \operatorname{Ker} A$, hence, $\operatorname{dim} \operatorname{Ker} A B \geq 2$.

Now, suppose that $\operatorname{dim} \operatorname{Ker}(A B-\lambda I) \geq 1$ for $\lambda \neq 0$. We will prove that $\operatorname{dim} \operatorname{Ker}(A B-\lambda I) \geq 2$. If $(A B A-\lambda A) u=0$, then $(A B-\lambda I) A u=0$, i.e., $A U \subset \operatorname{Ker}(A B-\lambda I)$, where $U=\operatorname{Ker}(A B A-\lambda A)$. Therefore, it suffices to prove that $\operatorname{dim} A U \geq 2$. Since $\operatorname{Ker} A \subset U$, it follows that $\operatorname{dim} A U=\operatorname{dim} U-\operatorname{dim} \operatorname{Ker} A$. The matrix $A B A$ is skew-symmetric; thus, the numbers $\operatorname{dim} U$ and $\operatorname{dim} \operatorname{Ker} A$ are even; hence, $\operatorname{dim} A U$ is an even number.

It remains to verify that $\operatorname{Ker} A \neq U$. Suppose that $(A B-\lambda I) A x=0$ implies that $A x=0$. Then $\operatorname{Im} A \cap \operatorname{Ker}(A B-\lambda I)=0$. On the other hand, if $(A B-\lambda I) x=0$ then $x=A\left(\lambda^{-1} B x\right) \in \operatorname{Im} A$, i.e., $\operatorname{Ker}(A B-\lambda I) \subset \operatorname{Im} A$ and $\operatorname{dim} \operatorname{Ker}(A B-\lambda I) \geq 1$. Contradiction.
22.1. The roots of $p(\lambda)$ are such that if $z$ is a root of it then $\frac{1}{z}=\frac{\bar{z}}{z \bar{z}}=\bar{z}$ is also a root. Therefore, the polynomial $q(\lambda)=\lambda^{n} p\left(\lambda^{-1}\right)$ has the same roots as $p$ (with the same multiplicities). Besides, the constant term of $p(\lambda)$ is equal to $\pm 1$ and, therefore, the leading coefficients of $p(\lambda)$ and $q(\lambda)$ can differ only in sign.
22.2. Let $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be a unitary matrix with determinant 1 . Then $\left(\begin{array}{ll}\bar{a} & \bar{b} \\ \bar{c} & \bar{d}\end{array}\right)=$ $\left(\begin{array}{ll}a & c \\ b & d\end{array}\right)^{-1}=\left(\begin{array}{cc}d & -c \\ -b & a\end{array}\right)$, i.e., $\bar{a}=d$ and $\bar{b}=-c$. Besides, $a d-b c=1$, i.e., $|a|^{2}+|b|^{2}=1$.
22.3. a) $A$ is a rotation through an angle $\varphi$ and, therefore, $\operatorname{tr} A=1+2 \cos \varphi$ and $\operatorname{tr}\left(A^{2}\right)=1+2 \cos 2 \varphi=4 \cos ^{2} \varphi-1$.
b) Clearly,

$$
\sum_{i<j}\left(a_{i j}-a_{j i}\right)^{2}=\sum_{i \neq j} a_{i j}^{2}-2 \sum_{i<j} a_{i j} a_{j i}
$$

and

$$
\operatorname{tr}\left(A^{2}\right)=\sum_{i} a_{i i}^{2}+2 \sum_{i<j} a_{i j} a_{j i}
$$

On the other hand, by a)

$$
\operatorname{tr}\left(A^{2}\right)=(\operatorname{tr} A)^{2}-2 \operatorname{tr} A=(\operatorname{tr} A-1)^{2}-1=\left(\sum_{i} a_{i i}-1\right)^{2}-1
$$

Hence, $\sum_{i<j}\left(a_{i j}-a_{j i}\right)^{2}+\left(\sum_{i} a_{i i}-1\right)^{2}-1=\sum_{i \neq j} a_{i j}^{2}+\sum_{i} a_{i i}^{2}=3$.
22.4. Set $\frac{A}{B}=A B^{-1}$; then the cancellation rule takes the form: $\frac{A B}{C B}=\frac{A}{C}$. If $A^{T}=J A^{-1} J^{-1}$ then

$$
\left(A^{\#}\right)^{T}=\frac{I-A^{T}}{I+A^{T}}=\frac{I-J A^{-1} J^{-1}}{I+J A^{-1} J^{-1}}=\frac{J(A-I) A^{-1} J^{-1}}{J(A+I) A^{-1} J^{-1}}=\frac{J(A-I)}{J(A+I)}=-J A^{\#} J^{-1}
$$

If $A^{T}=-J A J^{-1}$ then

$$
\left(A^{\#}\right)^{T}=\frac{I-A^{T}}{I+A^{T}}=\frac{I+J A J^{-1}}{I-J A J^{-1}}=\frac{J(I+A) J^{-1}}{J(I-A) J^{-1}}=J\left(A^{\#}\right)^{-1} J^{-1}
$$

22.5. Since the absolute value of each eigenvalue of $A$ is equal to 1 , it suffices to verify that $A$ is unitarily diagonalizable. First, let us prove that $A$ is diagonalizable. Suppose that the Jordan normal form of $A$ has a block of order not less than 2 . Then there exist vectors $e_{1}$ and $e_{2}$ such that $A e_{1}=\lambda e_{1}$ and $A e_{2}=\lambda e_{2}+e_{1}$. We may assume that $\left|e_{1}\right|=1$. Consider the vector $x=e_{2}-\left(e_{1}, e_{2}\right) e_{1}$. It is easy to verify that $x \perp e_{1}$ and $A x=\lambda x+e_{1}$. Hence, $|A x|^{2}=|\lambda x|^{2}+\left|e_{1}\right|^{2}=|x|^{2}+1$ and, therefore, $|A x|>|x|$. Contradiction.

It remains to prove that if $A x=\lambda x$ and $A y=\mu y$, where $\lambda \neq \mu$, then $(x, y)=0$. Suppose that $(x, y) \neq 0$. Replacing $x$ by $\alpha x$, where $\alpha$ is an appropriate complex number, we can assume that $\operatorname{Re}[(\lambda \bar{\mu}-1)(x, y)]>0$. Then

$$
|A(x+y)|^{2}-|x+y|^{2}=|\lambda x+\mu y|^{2}-|x+y|^{2}=2 \operatorname{Re}[(\lambda \bar{\mu}-1)(x, y)]>0
$$

i.e., $|A z|>|z|$, where $z=x+y$. Contradiction.
22.6. Let $\lambda_{1}, \ldots, \lambda_{n}$ be the eigenvalues of an operator $U$ and $e_{1}, \ldots, e_{n}$ the corresponding pairwise orthogonal eigenvectors. Then $x=\sum x_{i} e_{i}$ and $U x=\sum \lambda_{i} x_{i} e_{i}$; hence, $0=(U x, x)=\sum \lambda_{i}\left|x_{i}\right|^{2}$. Let $t_{i}=\left|x_{i}\right|^{2}|x|^{-2}$. Since $t_{i} \geq 0, \sum t_{i}=1$ and $\sum t_{i} \lambda_{i}=0$, the origin belongs to the interior of the convex hull of $\lambda_{1}, \ldots, \lambda_{n}$.
23.1. Let $A=U \Lambda U^{*}$, where $U$ is a unitary matrix, $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Set $B=U D U^{*}$, where $D=\operatorname{diag}\left(\sqrt{\lambda_{1}}, \ldots, \sqrt{\lambda_{n}}\right)$.
23.2. By assumption $\operatorname{Im} B \subset(\operatorname{Im} A)^{\perp}=\operatorname{Ker} A^{*}$, i.e., $A^{*} B=0$. Similarly, $B^{*} A=0$. Hence, $\left(A^{*}+B^{*}\right)(A+B)=A^{*} A+B^{*} B$. Since $\operatorname{Ker} A=\operatorname{Ker} A^{*}$ and $\operatorname{Im} A=\operatorname{Im} A^{*}$ for a normal operator $A$, we similarly deduce that $(A+B)\left(A^{*}+B^{*}\right)=$ $A A^{*}+B B^{*}$.
23.3. If $A^{*}=A U$, where $U$ is a unitary matrix, then $A=U^{*} A^{*}$ and, therefore, $U A=U U^{*} A^{*}=A^{*}$. Hence, $A U=U A$ and $A^{*} A=A U A=A A U=A A^{*}$.

If $A$ is a normal operator then there exists an orthonormal eigenbasis $e_{1}, \ldots, e_{n}$ for $A$ such that $A e_{i}=\lambda_{i} e_{i}$ and $A^{*} e_{i}=\bar{\lambda}_{i} e_{i}$. Let $U=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$, where $d_{i}=\bar{\lambda}_{i} / \lambda_{i}$ for $\lambda_{i} \neq 0$ and $d_{i}=1$ for $\lambda_{i}=0$. Then $A^{*}=A U$.
23.4. Consider an orthonormal basis in which $A$ is a diagonal operator. We can assume that $A=\operatorname{diag}\left(d_{1}, \ldots, d_{k}, 0, \ldots, 0\right)$, where $d_{i} \neq 0$. Then

$$
S=\operatorname{diag}\left(\left|d_{1}\right|, \ldots,\left|d_{k}\right|, 0, \ldots, 0\right)
$$

Let $D=\operatorname{diag}\left(d_{1}, \ldots, d_{k}\right)$ and $D_{+}=\operatorname{diag}\left(\left|d_{1}\right|, \ldots,\left|d_{k}\right|\right)$. The equalities

$$
\left(\begin{array}{ll}
D & 0 \\
0 & 0
\end{array}\right)=\left(\begin{array}{cc}
D_{+} & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{ll}
U_{1} & U_{2} \\
U_{3} & U_{4}
\end{array}\right)=\left(\begin{array}{cc}
D_{+} U_{1} & D_{+} U_{2} \\
0 & 0
\end{array}\right)
$$

hold only if $U_{1}=D_{+}^{-1} D=\operatorname{diag}\left(e^{i \varphi_{1}}, \ldots, e^{i \varphi_{k}}\right)$ and, therefore, $\left(\begin{array}{cc}U_{1} & U_{2} \\ U_{3} & U_{4}\end{array}\right)$ is a unitary matrix only if $U_{2}=0$ and $U_{3}=0$. Clearly,

$$
\left(\begin{array}{cc}
D_{+} & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
U_{1} & 0 \\
0 & U_{4}
\end{array}\right)=\left(\begin{array}{cc}
U_{1} & 0 \\
0 & U_{4}
\end{array}\right)\left(\begin{array}{cc}
D_{+} & 0 \\
0 & 0
\end{array}\right) .
$$

23.5. A matrix $X$ is normal if and only if $\operatorname{tr}\left(X^{*} X\right)=\sum\left|\lambda_{i}\right|^{2}$, where $\lambda_{i}$ are eigenvalues of $X$; cf. 34.1. Besides, the eigenvalues of $X=A B$ and $Y=B A$ coincide; cf. 11.7. It remains to verify that $\operatorname{tr}\left(X^{*} X\right)=\operatorname{tr}\left(Y^{*} Y\right)$. This is easy to do if we take into account that $A^{*} A=A A^{*}$ and $B^{*} B=B B^{*}$.
24.1. The matrix $(A+\lambda B)^{n}$ can be represented in the form

$$
(A+\lambda B)^{n}=A^{n}+\lambda C_{1}+\cdots+\lambda^{n-1} C_{n-1}+\lambda^{n} B^{n}
$$

where matrices $C_{1}, \ldots, C_{n-1}$ do not depend on $\lambda$. Let $a, c_{1}, \ldots, c_{n-1}, b$ be the elements of the matrices $A^{n}, C_{1}, \ldots, C_{n-1}, B$ occupying the $(i, j)$ th positions. Then $a+\lambda c_{1}+\cdots+\lambda^{n-1} c_{n-1}+\lambda^{n} b=0$ for $n+1$ distinct values of $\lambda$. We have obtained a system of $n+1$ equations for $n+1$ unknowns $a, c_{1}, \ldots, c_{n-1}, b$. The determinant of this system is a Vandermonde determinant and, therefore, it is nonzero. Hence, the system obtained has only the zero solution. In particular, $a=b=0$ and, therefore, $A^{n}=B^{n}=0$.
24.2. Let $A=\left(\begin{array}{ccc}0 & 1 & 0 \\ 0 & 0 & -1 \\ 0 & 0 & 0\end{array}\right), B=\left(\begin{array}{lll}0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0\end{array}\right)$ and $C=\lambda A+\mu B$. As is easy to verify, $C^{3}=0$.

It is impossible to reduce $A$ and $B$ to triangular form simultaneously since $A B$ is not nilpotent.
25.1. a) Since $P_{1}^{2}=P_{1}$ and $P_{2}^{2}=P_{2}$, then the equality $\left(P_{1}+P_{2}\right)^{2}=P_{1}+P_{2}$ is equivalent to $P_{1} P_{2}=-P_{2} P_{1}$. Multiplying this by $P_{1}$ once from the right and once from the left we get $P_{1} P_{2} P_{1}=-P_{2} P_{1}$ and $P_{1} P_{2}=-P_{1} P_{2} P_{1}$, respectively; therefore, $P_{1} P_{2}=P_{2} P_{1}=0$.
b) Since $I-\left(P_{1}-P_{2}\right)=\left(I-P_{1}\right)+P_{2}$, we deduce that $P_{1}-P_{2}$ is a projection if and only if $\left(I-P_{1}\right) P_{2}=P_{2}\left(I-P_{1}\right)=0$, i.e., $P_{1} P_{2}=P_{2} P_{1}=P_{2}$.
25.2. If $P$ is a matrix of order 2 and $\operatorname{rank} P=1$, then $\operatorname{tr} P=1$ and $\operatorname{det} P=0$ (if $\operatorname{rank} P \neq 1$ then $P=I$ or $P=0$ ). Hence, $P=\frac{1}{2}\left(\begin{array}{cc}1+a & b \\ c & 1-a\end{array}\right)$, where $a^{2}+b c=1$.

It is also clear that if $\operatorname{tr} P=1$ and $\operatorname{det} P=0$, then by the Cayley-Hamilton theorem $P^{2}-P=P^{2}-(\operatorname{tr} P) P+\operatorname{det} P=0$.
25.3. Since $\operatorname{Im}(I-A)=\operatorname{Ker}\left((I-A)^{*}\right)^{\perp}$, any vector $x$ can be represented in the form $x=x_{1}+x_{2}$, where $x_{1} \in \operatorname{Im}(I-A)$ and $x_{2} \in \operatorname{Ker}\left(I-A^{*}\right)$. It suffices to consider, separately, $x_{1}$ and $x_{2}$. The vector $x_{1}$ is of the form $y-A y$ and, therefore,

$$
\left|\frac{1}{n} \sum_{i=0}^{n-1} A^{i} x_{i}\right|=\left|\frac{1}{n}\left(y-A^{n} y\right)\right| \leq \frac{2|y|}{n} \rightarrow 0 \text { as } n \rightarrow \infty
$$

Since $x_{2} \in \operatorname{Ker}\left(I-A^{*}\right)$, it follows that $x_{2}=A^{*} x_{2}=A^{-1} x_{2}$, i.e., $A x_{2}=x_{2}$. Hence,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} A^{i} x_{2}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} x_{2}=x_{2}
$$

25.4. $(b) \Rightarrow(a)$. It suffices to multiply the identity $A_{1}+\cdots+A_{k}=I$ by $A_{i}$.
$(a) \Rightarrow(c)$. Since $A_{i}$ is a projection, $\operatorname{rank} A_{i}=\operatorname{tr} A_{i}$. Hence, $\sum \operatorname{rank} A_{i}=$ $\sum \operatorname{tr} A_{i}=\operatorname{tr}\left(\sum A_{i}\right)=n$.
$(c) \Rightarrow(b)$. Since $\sum A_{i}=I$, then $\operatorname{Im} A_{1}+\cdots+\operatorname{Im} A_{k}=V$. But rank $A_{1}+\cdots+$ $\operatorname{rank} A_{k}=\operatorname{dim} V$ and, therefore, $V=\operatorname{Im} A_{1} \oplus \cdots \oplus \operatorname{Im} A_{k}$.

For any $x \in V$ we have

$$
A_{j} x=\left(A_{1}+\cdots+A_{k}\right) A_{j} x=A_{1} A_{j} x+\cdots+A_{k} A_{j} x
$$

where $A_{i} A_{j} x \in \operatorname{Im} A_{i}$ and $A_{j} x \in \operatorname{Im} A_{j}$. Hence, $A_{i} A_{j}=0$ for $i \neq j$ and $A_{j}^{2}=A_{j}$.

## MULTILINEAR ALGEBRA

## 27. Multilinear maps and tensor products

27.1. Let $V, V_{1}, \ldots, V_{k}$ be linear spaces; $\operatorname{dim} V_{i}=n_{i}$. A map

$$
f: V_{1} \times \cdots \times V_{k} \longrightarrow V
$$

is said to be multilinear (or $k$-linear) if it is linear in every of its $k$-variables when the other variables are fixed.

In the spaces $V_{1}, \ldots, V_{k}$, select bases $\left\{e_{1 i}\right\}, \ldots,\left\{e_{k j}\right\}$. If $f$ is a multilinear map, then

$$
f\left(\sum x_{1 i} e_{1 i}, \ldots, \sum x_{k j} e_{k j}\right)=\sum x_{1 i} \ldots x_{k j} f\left(e_{1 i}, \ldots, e_{k j}\right) .
$$

The map $f$ is determined by its $n_{1} \ldots n_{k}$ values $f\left(e_{1 i}, \ldots, e_{k j}\right) \in V$ and these values can be arbitrary. Consider the space $V_{1} \otimes \cdots \otimes V_{k}$ of dimension $n_{1} \ldots n_{k}$ and a certain basis in it whose elements we will denote by $e_{1 i} \otimes \cdots \otimes e_{k j}$. Further, consider a map $p: V_{1} \times \cdots \times V_{k} \mapsto V_{1} \otimes \cdots \otimes V_{k}$ given by the formula

$$
p\left(\sum x_{1 i} e_{1 i}, \ldots, \sum x_{k j} e_{k j}\right)=\sum x_{1 i} \ldots x_{k j} e_{1 i} \otimes \cdots \otimes e_{k j}
$$

and denote the element $p\left(v_{1}, \ldots, v_{k}\right)$ by $v_{1} \otimes \cdots \otimes v_{k}$. To every multilinear map $f$ there corresponds a linear map

$$
\tilde{f}: V_{1} \otimes \cdots \otimes V_{k} \longrightarrow V, \text { where } \tilde{f}\left(e_{1 i} \otimes \cdots \otimes e_{k j}\right)=f\left(e_{1 i}, \ldots, e_{k j}\right)
$$

and this correspondence between multilinear maps $f$ and linear maps $\tilde{f}$ is one-toone. It is also easy to verify that $\tilde{f}\left(v_{1} \otimes \cdots \otimes v_{k}\right)=f\left(v_{1}, \ldots, v_{k}\right)$ for any vectors $v_{i} \in V_{i}$.

To an element $v_{1} \otimes \cdots \otimes v_{k}$ we can assign a multilinear function on $V_{1}^{*} \times \cdots \times V_{k}^{*}$ defined by the formula

$$
f\left(w_{1}, \ldots, w_{k}\right)=w_{1}\left(v_{1}\right) \ldots w_{k}\left(v_{k}\right) .
$$

If we extend this map by linearity we get an isomorphism of the space $V_{1} \otimes \cdots \otimes V_{k}$ with the space of linear functions on $V_{1}^{*} \times \cdots \times V_{k}^{*}$. This gives us an invariant definition of the space $V_{1} \otimes \cdots \otimes V_{k}$ and this space is called the tensor product of the spaces $V_{1}, \ldots, V_{k}$.

A linear map $V_{1}^{*} \otimes \cdots \otimes V_{k}^{*} \longrightarrow\left(V_{1} \otimes \cdots \otimes V_{k}\right)^{*}$ that sends $f_{1} \otimes \cdots \otimes f_{k} \in$ $V_{1}^{*} \otimes \cdots \otimes V_{k}^{*}$ to a multilinear function $f\left(v_{1}, \ldots, v_{k}\right)=f_{1}\left(v_{1}\right) \ldots f_{k}\left(v_{k}\right)$ is a canonical isomorphism.
27.2.1. Theorem. Let $\operatorname{Hom}(V, W)$ be the space of linear maps $V \longrightarrow W$. Then there exists a canonical isomorphism $\alpha: V^{*} \otimes W \longrightarrow \operatorname{Hom}(V, W)$.

Proof. Let $\left\{e_{i}\right\}$ and $\left\{\varepsilon_{j}\right\}$ be bases of $V$ and $W$. Set

$$
\alpha\left(e_{i}^{*} \otimes \varepsilon_{j}\right) v=e_{i}^{*}(v) \epsilon_{j}=v_{i} \varepsilon_{j}
$$

and extend $\alpha$ by linearity to the whole space. If $v \in V, f \in V^{*}$ and $w \in W$ then $\alpha(f \otimes w) v=f(v) w$ and, therefore, $\alpha$ can be invariantly defined.

Let $A e_{p}=\sum_{q} a_{q p} \varepsilon_{q}$; then $A\left(\sum_{p} v_{p} e_{p}\right)=\sum_{p, q} a_{q p} v_{p} \varepsilon_{q}$. Hence, the matrix $\left(a_{q p}\right)$, where $a_{q p}=\delta_{q j} \delta_{p i}$ corresponds to the map $\alpha\left(e_{i}^{*} \otimes \varepsilon_{j}\right)$. Such matrices constitute a basis of $\operatorname{Hom}(V, W)$. It is also clear that the dimensions of $V^{*} \otimes W$ and $\operatorname{Hom}(V, W)$ are equal.
27.2.2. Theorem. Let $V$ be a linear space over a field $K$. Consider the convolution $\varepsilon: V^{*} \otimes V \longrightarrow K$ given by the formula $\varepsilon\left(x^{*} \otimes y\right)=x^{*}(y)$ and extended to the whole space via linearity. Then $\operatorname{tr} A=\varepsilon \alpha^{-1}(A)$ for any linear operator $A$ in $V$.

Proof. Select a basis in $V$. It suffices to carry out the proof for the matrix units $E_{i j}=\left(a_{p q}\right)$, where $a_{q p}=\delta_{q j} \delta_{p i}$. Clearly, tr $E_{i j}=\delta_{i j}$ and

$$
\varepsilon \alpha^{-1}\left(E_{i j}\right)=\varepsilon\left(e_{i}^{*} \otimes e_{j}\right)=e_{i}^{*}\left(e_{j}\right)=\delta_{i j} .
$$

Remark. The space $V^{*} \otimes V$ and the maps $\alpha$ and $\varepsilon$ are invariantly defined and, therefore Theorem 27.2.2 gives an invariant definition of the trace of a matrix.
27.3. A tensor of type $(p, q)$ on $V$ is an element of the space

$$
T_{p}^{q}(V)=\underbrace{V^{*} \otimes \cdots \otimes V^{*}}_{p \text { factors }} \otimes \underbrace{V \otimes \cdots \otimes V}_{q \text { factors }}
$$

isomorphic to the space of linear functions on $V \times \cdots \times V \times V^{*} \times \cdots \times V^{*}$ (with $p$ factors $V$ and $q$ factors $V^{*}$ ). The number $p$ is called the covariant valency of the tensor, $q$ its contravariant valency and $p+q$ its total valency. The vectors are tensors of type $(0,1)$ and covectors are tensors of type $(1,0)$.

Let a basis $e_{1}, \ldots, e_{n}$ be selected in $V$ and let $e_{1}^{*}, \ldots, e_{n}^{*}$ be the dual basis of $V^{*}$. Each tensor $T$ of type $(p, q)$ is of the form

$$
\begin{equation*}
T=\sum T_{i_{1} \ldots i_{p}}^{j_{1} \ldots j_{q}} e_{i_{1}}^{*} \otimes \cdots \otimes e_{i_{p}}^{*} \otimes e_{j_{1}} \otimes \cdots \otimes e_{j_{q}} \tag{1}
\end{equation*}
$$

the numbers $T_{i_{1} \ldots i_{p}}^{j_{1} \ldots j_{q}}$ are called the coordinates of the tensor $T$ in the basis $e_{1}, \ldots, e_{n}$.
Let us establish how coordinates of a tensor change under the passage to another basis. Let $\varepsilon_{j}=A e_{j}=\sum a_{i j} e_{i}$ and $\varepsilon_{j}^{*}=\sum b_{i j} e_{i}^{*}$. It is easy to see that $B=\left(A^{T}\right)^{-1}$, cf. 5.3.

Introduce notations: $a_{j}^{i}=a_{i j}$ and $b_{i}^{j}=b_{i j}$ and denote the tensor (1) by $\sum T_{\alpha}^{\beta} e_{\alpha}^{*} \otimes$ $e_{\beta}$ for brevity. Then

$$
\sum T_{\alpha}^{\beta} e_{\alpha}^{*} \otimes e_{\beta}=\sum S_{\mu}^{\nu} \varepsilon_{\mu}^{*} \otimes \varepsilon_{\nu}=\sum S_{\mu}^{\nu} b_{\alpha}^{\mu} a_{\nu}^{\beta} e_{\alpha}^{*} \otimes e_{\beta}
$$

i.e.,

$$
\begin{equation*}
T_{i_{1} \ldots i_{p}}^{j_{1} \ldots j_{q}}=b_{i_{1}}^{l_{1}} \ldots b_{i_{p}}^{l_{p}} j_{k_{1}}^{j_{1}} \ldots a_{k_{q}}^{j_{q}} S_{l_{1} \ldots l_{p}}^{k_{1} \ldots k_{q}} \tag{2}
\end{equation*}
$$

(here summation over repeated indices is assumed). Formula (2) relates the coordinates $S$ of the tensor in the basis $\left\{\varepsilon_{i}\right\}$ with the coordinates $T$ in the basis $\left\{e_{i}\right\}$.

On tensors of type $(1,1)$ (which can be identified with linear operators) a convolution is defined; it sends $v^{*} \otimes w$ to $v^{*}(w)$. The convolution maps an operator to its trace; cf. Theorem 27.2.2.

Let $1 \leq i \leq p$ and $1 \leq j \leq q$. Consider a linear $\operatorname{map} T_{p}^{q}(V) \longrightarrow T_{p-1}^{q-1}(V)$ :

$$
f_{1} \otimes \cdots \otimes f_{p} \otimes v_{1} \otimes \cdots \otimes v_{q} \mapsto f_{i}\left(v_{j}\right) f_{\hat{\imath}} \otimes v_{\hat{\jmath}}
$$

where $f_{\hat{\imath}}$ and $v_{\hat{\jmath}}$ are tensor products of $f_{1}, \ldots, f_{p}$ and $v_{1}, \ldots, v_{q}$ with $f_{i}$ and $v_{j}$, respectively, omitted. This map is called the convolution of a tensor with respect to its ith lower index and jth upper index.
27.4. Linear maps $A_{i}: V_{i} \longrightarrow W_{i},(i=1, \ldots, k)$ induce a linear map

$$
\begin{aligned}
& A_{1} \otimes \cdots \otimes A_{k}: V_{1} \otimes \cdots \otimes V_{k} \longrightarrow W_{1} \otimes \cdots \otimes W_{k} \\
& e_{1 i} \otimes \cdots \otimes e_{k j} \mapsto A_{1} e_{1 i} \otimes \cdots \otimes A_{k} e_{k j}
\end{aligned}
$$

As is easy to verify, this map sends $v_{1} \otimes \cdots \otimes v_{k}$ to $A_{1} v_{1} \otimes \cdots \otimes A_{k} v_{k}$. The map $A_{1} \otimes \cdots \otimes A_{k}$ is called the tensor product of operators $A_{1}, \ldots, A_{k}$.

If $A e_{j}=\sum a_{i j} \varepsilon_{i}$ and $B e_{q}^{\prime}=\sum b_{p q} \varepsilon_{p}^{\prime}$ then $A \otimes B\left(e_{j} \otimes e_{q}^{\prime}\right)=\sum a_{i j} b_{p q} \varepsilon_{i} \otimes \varepsilon_{p}^{\prime}$. Hence, by appropriately ordering the basis $e_{i} \otimes e_{q}^{\prime}$ and $\varepsilon_{i} \otimes \varepsilon_{p}^{\prime}$ we can express the matrix $A \otimes B$ in either of the forms

$$
\left(\begin{array}{ccc}
a_{11} B & \ldots & a_{1 n} B \\
\vdots & \ddots & \vdots \\
a_{m 1} B & \ldots & a_{m n} B
\end{array}\right) \text { or }\left(\begin{array}{ccc}
b_{11} A & \ldots & b_{1 l} A \\
\vdots & \ddots & \vdots \\
b_{k 1} A & \ldots & b_{k l} A
\end{array}\right)
$$

The matrix $A \otimes B$ is called the Kronecker product of matrices $A$ and $B$.
The following properties of the Kronecker product are easy to verify:

1) $(A \otimes B)^{T}=A^{T} \otimes B^{T}$;
2) $(A \otimes B)(C \otimes D)=A C \otimes B D$ provided all products are well-defined, i.e., the matrices are of agreeable sizes;
3) if $A$ and $B$ are orthogonal matrices, then $A \otimes B$ is an orthogonal matrix;
4) if $A$ and $B$ are invertible matrices, then $(A \otimes B)^{-1}=A^{-1} \otimes B^{-1}$.

Note that properties 3) and 4) follow from properties 1) and 2).
ThEOREM. Let the eigenvalues of matrices $A$ and $B$ be equal to $\alpha_{1}, \ldots, \alpha_{m}$ and $\beta_{1}, \ldots, \beta_{n}$, respectively. Then the eigenvalues of $A \otimes B$ are equal to $\alpha_{i} \beta_{j}$ and the eigenvalues of $A \otimes I_{n}+I_{m} \otimes B$ are equal to $\alpha_{i}+\beta_{j}$.

Proof. Let us reduce the matrices $A$ and $B$ to their Jordan normal forms (it suffices to reduce them to a triangular form, actually). For a basis in the tensor product of the spaces take the product of the bases which normalize $A$ and $B$. It remains to notice that $J_{p}(\alpha) \otimes J_{q}(\beta)$ is an upper triangular matrix with diagonal $(\alpha \beta, \ldots, \alpha \beta)$ and $J_{p}(\alpha) \otimes I_{q}$ and $I_{p} \otimes J_{q}(\beta)$ are upper triangular matrices whose diagonals are $(\alpha, \ldots, \alpha)$ and $(\beta, \ldots, \beta)$, respectively.

Corollary. $\operatorname{det}(A \otimes B)=(\operatorname{det} A)^{n}(\operatorname{det} B)^{m}$.
27.5. The tensor product of operators can be used for the solution of matrix equations of the form

$$
\begin{equation*}
A_{1} X B_{1}+\cdots+A_{s} X B_{s}=C \tag{1}
\end{equation*}
$$

where

$$
V^{k} \xrightarrow{B_{i}} V^{l} \xrightarrow{X} V^{m} \xrightarrow{A_{i}} V^{n}
$$

Let us prove that the natural identifications

$$
\operatorname{Hom}\left(V^{l}, V^{m}\right)=\left(V^{l}\right)^{*} \otimes V^{m} \text { and } \operatorname{Hom}\left(V^{k}, V^{n}\right)=\left(V^{k}\right)^{*} \otimes V^{n}
$$

send the map $X \mapsto A_{i} X B_{i}$ to $B_{i}^{T} \otimes A_{i}$, i.e., equation (1) takes the form

$$
\left(B_{1}^{T} \otimes A_{1}+\cdots+B_{s}^{T} \otimes A_{s}\right) X=C
$$

where $X \in\left(V^{l}\right)^{*} \otimes V^{m}$ and $C \in\left(V^{k}\right)^{*} \otimes V^{n}$. Indeed, if $f \otimes v \in\left(V^{l}\right)^{*} \otimes V^{m}$ corresponds to the map $X x=(f \otimes v) x=f(x) v$ then $B^{T} f \otimes A v \in\left(V^{k}\right)^{*} \otimes V^{n}$ corresponds to the map $\left(B^{T} f \otimes A v\right) y=f(B y) A v=A X B y$.
27.5.1. Theorem. Let $A$ and $B$ be square matrices. If they have no common eigenvalues, then the equation $A X-X B=C$ has a unique solution for any $C$. If $A$ and $B$ do have a common eigenvalue then depending on $C$ this equation either has no solutions or has infinitely many of them.

Proof. The equation $A X-X B=C$ can be rewritten in the form $(I \otimes A-$ $\left.B^{T} \otimes I\right) X=C$. The eigenvalues of the operator $I \otimes A-B^{T} \otimes I$ are equal to $\alpha_{i}-\beta_{j}$, where $\alpha_{i}$ are eigenvalues of $A$ and $\beta_{j}$ are eigenvalues of $B^{T}$, i.e., eigenvalues of $B$. The operator $I \otimes A-B^{T} \otimes I$ is invertible if and only if $\alpha_{i}-\beta_{j} \neq 0$ for all $i$ and $j$.
27.5.2. Theorem. Let $A$ and $B$ be square matrices of the same order. The equation $A X-X B=\lambda X$ has a nonzero solution if and only if $\lambda=\alpha_{i}-\beta_{j}$, where $\alpha_{i}$ and $\beta_{j}$ are eigenvalues of $A$ and $B$, respectively.

Proof. The equation $\left(I \otimes A-B^{T} \otimes I\right) X=\lambda X$ has a nonzero solution if $\lambda$ is an eigenvalue of $I \otimes A-B^{T} \otimes I$, i.e., $\lambda=\alpha_{i}-\beta_{j}$.
27.6. To a multilinear function $f \in \operatorname{Hom}(V \times \cdots \times V, K) \cong \otimes^{p} V^{*}$ we can assign a subspace $W_{f} \subset V^{*}$ spanned by covectors $\xi$ of the form

$$
\xi(x)=f\left(a_{1}, \ldots, a_{i-1}, x, a_{i}, \ldots, a_{p-1}\right)
$$

where the vectors $a_{1}, \ldots, a_{p-1}$ and $i$ are fixed.
27.6.1. Theorem. $f \in \otimes^{p} W_{f}$.

Proof. Let $\varepsilon_{1}, \ldots, \varepsilon_{r}$ be a basis of $W_{f}$. Let us complement it to a basis $\varepsilon_{1}, \ldots, \varepsilon_{n}$ of $V^{*}$. We have to prove that $f=\sum f_{i_{1} \ldots i_{p}} \varepsilon_{i_{1}} \otimes \cdots \otimes \varepsilon_{i_{p}}$, where $f_{i_{1} \ldots i_{p}}=0$ when one of the indices $i_{1}, \ldots, i_{p}$ is greater than $r$. Let $e_{1}, \ldots, e_{n}$ be the basis dual to $\varepsilon_{1}, \ldots, \varepsilon_{n}$. Then $f\left(e_{j_{1}}, \ldots, e_{j_{p}}\right)=f_{j_{1} \ldots j_{p}}$. On the other hand, if $j_{k}>r$, then

$$
f\left(\ldots e_{j_{k}} \ldots\right)=\lambda_{1} \varepsilon_{1}\left(e_{j_{k}}\right)+\cdots+\lambda_{r} \varepsilon_{r}\left(e_{j_{k}}\right)=0 .
$$

27.6.2. ThEOREM. Let $f=\sum f_{i_{1} \ldots i_{p}} \varepsilon_{i_{1}} \otimes \cdots \otimes \varepsilon_{i_{p}}$, where $\varepsilon_{1}, \ldots, \varepsilon_{r} \in V^{*}$. Then $W_{f} \in \operatorname{Span}\left(\varepsilon_{1}, \ldots, \varepsilon_{r}\right)$.

Proof. Clearly,

$$
\begin{aligned}
& f\left(a_{1}, \ldots, a_{k-1}, x, a_{k}, \ldots, a_{p-1}\right) \\
& \qquad=\sum f_{i_{1} \ldots i_{p}} \varepsilon_{i_{1}}\left(a_{1}\right) \ldots \varepsilon_{i_{k}}(x) \ldots \varepsilon_{i_{p}}\left(a_{p-1}\right)=\sum c_{s} \varepsilon_{s}(x)
\end{aligned}
$$

## Problems

27.1. Prove that $v \otimes w=v^{\prime} \otimes w^{\prime} \neq 0$ if and only if $v=\lambda v^{\prime}$ and $w^{\prime}=\lambda w$.
27.2. Let $A_{i}: V_{i} \longrightarrow W_{i}(i=1,2)$ be linear maps. Prove that
a) $\operatorname{Im}\left(A_{1} \otimes A_{2}\right)=\left(\operatorname{Im} A_{1}\right) \otimes\left(\operatorname{Im} A_{2}\right)$;
b) $\operatorname{Im}\left(A_{1} \otimes A_{2}\right)=\left(\operatorname{Im} A_{1} \otimes W_{2}\right) \cap\left(W_{1} \otimes \operatorname{Im} A_{2}\right)$;
c) $\operatorname{Ker}\left(A_{1} \otimes A_{2}\right)=\operatorname{Ker} A_{1} \otimes W_{2}+W_{1} \otimes \operatorname{Ker} A_{2}$.
27.3. Let $V_{1}, V_{2} \subset V$ and $W_{1}, W_{2} \subset W$. Prove that

$$
\left(V_{1} \otimes W_{1}\right) \cap\left(V_{2} \otimes W_{2}\right)=\left(V_{1} \cap V_{2}\right) \otimes\left(W_{1} \cap W_{2}\right) .
$$

27.4. Let $V$ be a Euclidean space and let $V^{*}$ be canonically identified with $V$. Prove that the operator $A=I-2 a \otimes a$ is a symmetry through $a^{\perp}$.
27.5. Let $A(x, y)$ be a bilinear function on a Euclidean space such that if $x \perp y$ then $A(x, y)=0$. Prove that $A(x, y)$ is proportional to the inner product $(x, y)$.

## 28. Symmetric and skew-symmetric tensors

28.1. To every permutation $\sigma \in S_{q}$ we can assign a linear operator

$$
\begin{aligned}
& f_{\sigma}: T_{0}^{q}(V) \longrightarrow T_{0}^{q}(V) \\
& \quad v_{1} \otimes \cdots \otimes v_{q} \mapsto v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(q)} .
\end{aligned}
$$

A tensor $T \in T_{0}^{q}(V)$ said to be symmetric (resp. skew-symmetric) if $f_{\sigma}(T)=T$ (resp. $\left.f_{\sigma}(T)=(-1)^{\sigma} T\right)$ for any $\sigma$. The symmetric tensors constitute a subspace $S^{q}(V)$ and the skew-symmetric tensors constitute a subspace $\Lambda^{q}(V)$ in $T_{0}^{q}(V)$. Clearly, $S^{q}(V) \cap \Lambda^{q}(V)=0$ for $q \geq 2$.

The operator $S=\frac{1}{q!} \sum_{\sigma} f_{\sigma}$ is called the symmetrization and $A=\frac{1}{q!} \sum_{\sigma}(-1)^{\sigma} f_{\sigma}$ the skew-symmetrization or alternation.
28.1.1. Theorem. $S$ is the projection of $T_{0}^{q}(V)$ onto $S^{q}(V)$ and $A$ is the projection onto $\Lambda^{q}(V)$.

Proof. Obviously, the symmetrization of any tensor is a symmetric tensor and on symmetric tensors $S$ is the identity operator.

Since

$$
f_{\sigma}(A T)=\frac{1}{q!} \sum_{\tau}(-1)^{\tau} f_{\sigma} f_{\tau}(T)=(-1)^{\sigma} \frac{1}{q!} \sum_{\rho=\sigma \tau}(-1)^{\rho} f_{\rho}(T)=(-1)^{\sigma} A T
$$

it follows that $\operatorname{Im} A \subset \Lambda^{q}(V)$. If $T$ is skew-symmetric then

$$
A T=\frac{1}{q!} \sum_{\sigma}(-1)^{\sigma} f_{\sigma}(T)=\frac{1}{q!} \sum_{\sigma}(-1)^{\sigma}(-1)^{\sigma} T=T
$$

We introduce notations:

$$
S\left(e_{i_{1}} \otimes \cdots \otimes e_{i_{q}}\right)=e_{i_{1}} \ldots e_{i_{q}} \text { and } A\left(e_{i_{1}} \otimes \cdots \otimes e_{i_{q}}\right)=e_{i_{1}} \wedge \cdots \wedge e_{i_{q}} .
$$

For example, $e_{i} e_{j}=\frac{1}{2}\left(e_{i} \otimes e_{j}+e_{j} \otimes e_{i}\right)$ and $e_{i} \wedge e_{j}=\frac{1}{2}\left(e_{i} \otimes e_{j}-e_{j} \otimes e_{i}\right)$. If $e_{1}, \ldots, e_{n}$ is a basis of $V$, then the tensors $e_{i_{1}} \ldots e_{i_{q}}$ span $S^{q}(V)$ and the tensors $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$ span $\Lambda^{q}(V)$. The tensor $e_{i_{1}} \ldots e_{i_{q}}$ only depends on the number of times each $e_{i}$ enters this product and, therefore, we can set $e_{i_{1}} \ldots e_{i_{q}}=e_{1}^{k_{1}} \ldots e_{n}^{k_{n}}$, where $k_{i}$ is the multiplicity of occurrence of $e_{i}$ in $e_{i_{1}} \ldots e_{i_{q}}$. The tensor $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$ changes sign under the permutation of any two factors $e_{i_{\alpha}}$ and $e_{i_{\beta}}$ and, therefore, $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}=0$ if $e_{i_{\alpha}}=e_{i_{\beta}}$; hence, the tensors $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$, where $1 \leq i_{1}<\cdots<i_{q} \leq n$, span the space $\Lambda^{q}(V)$. In particular, $\Lambda^{q}(V)=0$ for $q>n$.
28.1.2. Theorem. The elements $e_{1}^{k_{1}} \ldots e_{n}^{k_{n}}$, where $k_{1}+\cdots+k_{n}=q$, form a basis of $S^{q}(V)$ and the elements $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$, where $1 \leq i_{1}<\cdots<i_{q} \leq n$, form a basis of $\Lambda^{q}(V)$.

Proof. It suffices to verify that these vectors are linearly independent. If the sets $\left(k_{1}, \ldots, k_{n}\right)$ and $\left(l_{1}, \ldots, l_{n}\right)$ are distinct then the tensors $e_{1}^{k_{1}} \ldots e_{n}^{k_{n}}$ and $e_{1}^{l_{1}} \ldots e_{n}^{l_{n}}$ are linear combinations of two nonintersecting subsets of basis elements of $T_{0}^{q}(V)$. For tensors of the form $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$ the proof is similar.

Corollary. $\operatorname{dim} \Lambda^{q}(V)=\binom{n}{q}$ and $\operatorname{dim} S^{q}(V)=\binom{n+q-1}{q}$.
Proof. Clearly, the number of ordered tuples $i_{1}, \ldots, i_{n}$ such that $1 \leq i_{1}<$ $\cdots<i_{q} \leq n$ is equal to $\binom{n}{q}$. To compute the number of of ordered tuples $k_{1}, \ldots, k_{n}$ such that such that $k_{1}+\cdots+k_{n}=q$, we proceed as follows. To each such set assign a sequence of $q+n-1$ balls among which there are $q$ white and $n-1$ black ones. In this sequence, let $k_{1}$ white balls come first, then one black ball followed by $k_{2}$ white balls, next one black ball, etc. From $n+q-1$ balls we can select $q$ white balls in $\binom{n+q-1}{q}$-many ways.
28.2. In $\Lambda(V)=\oplus_{q=0}^{n} \Lambda^{q}(V)$, we can introduce the wedge product setting $T_{1} \wedge$ $T_{2}=A\left(T_{1} \otimes T_{2}\right)$ for $T_{1} \in \Lambda^{p}(V)$ and $T_{2} \in \Lambda^{q}(V)$ and extending the operation onto $\Lambda(V)$ via linearity. The algebra $\Lambda(V)$ obtained is called the exterior or Grassmann algebra of $V$.

Theorem. The algebra $\Lambda(V)$ is associative and skew-commutative, i.e., $T_{1} \wedge$ $T_{2}=(-1)^{p q} T_{2} \wedge T_{1}$ for $T_{1} \in \Lambda^{p}(V)$ and $T_{2} \in \Lambda^{q}(V)$.

Proof. Instead of tensors $T_{1}$ and $T_{2}$ from $\Lambda(V)$ it suffices to consider tensors from the tensor algebra (we will denote them by the same letters) $T_{1}=x_{1} \otimes \cdots \otimes x_{p}$ and $T_{2}=x_{p+1} \otimes \cdots \otimes x_{p+q}$. First, let us prove that $A\left(T_{1} \otimes T_{2}\right)=A\left(A\left(T_{1}\right) \otimes T_{2}\right)$. Since

$$
A\left(x_{1} \otimes \cdots \otimes x_{p}\right)=\frac{1}{p!} \sum_{\sigma \in S_{p}}(-1)^{\sigma} x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(p)}
$$

it follows that

$$
\begin{array}{r}
A\left(A\left(T_{1}\right) \otimes T_{2}\right)=A\left(\frac{1}{p!} \sum_{\sigma \in S_{p}}(-1)^{\sigma} x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(p)} \otimes x_{p+1} \otimes \cdots \otimes x_{p+q}\right) \\
=\frac{1}{p!(p+q)!} \sum_{\sigma \in S_{p}} \sum_{\tau \in S_{p+q}}(-1)^{\sigma \tau} x_{\tau(\sigma(1))} \otimes \cdots \otimes x_{\tau(p+q)} .
\end{array}
$$

It remains to notice that

$$
\sum_{\sigma \in S_{p}}(-1)^{\sigma \tau} x_{\tau(\sigma(1))} \otimes \cdots \otimes x_{\tau(p+q)}=p!\sum(-1)^{\tau_{1}} x_{\tau_{1}(1)} \otimes \cdots \otimes x_{\tau_{1}(p+q)}
$$

where $\tau_{1}=(\tau(\sigma(1)), \ldots, \tau(\sigma(p)), \tau(p+1), \ldots, \tau(p+q))$.
We similarly prove that $A\left(T_{1} \otimes T_{2}\right)=A\left(T_{1} \otimes A\left(T_{2}\right)\right)$ and, therefore,

$$
\begin{aligned}
\left(T_{1} \wedge T_{2}\right) \wedge T_{3}=A\left(A\left(T_{1} \otimes T_{2}\right) \otimes T_{3}\right) & =A\left(T_{1} \otimes T_{2} \otimes T_{3}\right) \\
& =A\left(T_{1} \otimes A\left(T_{2} \otimes T_{3}\right)\right)=T_{1} \wedge\left(T_{2} \wedge T_{3}\right)
\end{aligned}
$$

Clearly,

$$
x_{p+1} \otimes \cdots \otimes x_{p+q} \otimes x_{1} \otimes \cdots \otimes x_{p}=x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(p+q)}
$$

where $\sigma=(p+1, \ldots, p+q, 1, \ldots, p)$. To place 1 in the first position, etc. $p$ in the $p$ th position in $\sigma$ we have to perform $p q$ transpositions. Hence, $(-1)^{\sigma}=(-1)^{p q}$ and $A\left(T_{1} \otimes T_{2}\right)=(-1)^{p q} A\left(T_{2} \otimes T_{1}\right)$.

In $\Lambda(V)$, the $k$ th power of $\omega$, i.e., $\underbrace{\omega \wedge \cdots \wedge \omega}_{k-\text { many times }}$ is denoted by $\Lambda^{k} \omega$; in particular, $\Lambda^{0} \omega=1$.
28.3. A skew-symmetric function on $V \times \cdots \times V$ is a multilinear function $f\left(v_{1}, \ldots, v_{q}\right)$ such that $f\left(v_{\sigma(1)}, \ldots, v_{\sigma(q)}\right)=(-1)^{\sigma} f\left(v_{1}, \ldots, v_{q}\right)$ for any permutation $\sigma$.

THEOREM. The space $\Lambda^{q}\left(V^{*}\right)$ is canonically isomorphic to the space $\left(\Lambda^{q} V\right)^{*}$ and also to the space of skew-symmetric functions on $V \times \cdots \times V$.

Proof. As is easy to verify

$$
\begin{aligned}
\left(f_{1} \wedge \cdots \wedge f_{q}\right)\left(v_{1}, \ldots, v_{q}\right)=A\left(f_{1} \otimes \cdots \otimes\right. & \left.f_{q}\right)\left(v_{1}, \ldots, v_{q}\right) \\
& =\frac{1}{q!} \sum_{\sigma}(-1)^{\sigma} f_{1}\left(v_{\sigma(1)}\right), \ldots, f_{q}\left(v_{\sigma(q)}\right)
\end{aligned}
$$

is a skew-symmetric function. If $e_{1}, \ldots, e_{n}$ is a basis of $V$, then the skew-symmetric function $f$ is given by its values $f\left(e_{i_{1}}, \ldots, e_{i_{q}}\right)$, where $1 \leq i_{1}<\cdots<i_{q} \leq n$, and each such set of values corresponds to a skew-symmetric function. Therefore, the dimension of the space of skew-symmetric functions is equal to the dimension of $\Lambda^{q}\left(V^{*}\right)$; hence, these spaces are isomorphic.

Now, let us construct the canonical isomorphism $\Lambda^{q}\left(V^{*}\right) \longrightarrow\left(\Lambda^{q} V\right)^{*}$. A linear $\operatorname{map} V^{*} \otimes \cdots \otimes V^{*} \longrightarrow(V \otimes \cdots \otimes V)^{*}$ which sends $\left(f_{1}, \ldots, f_{q}\right) \in V^{*} \otimes \cdots \otimes V^{*}$ to a multilinear function $f\left(v_{1}, \ldots, v_{q}\right)=f_{1}\left(v_{1}\right) \ldots f_{q}\left(v_{q}\right)$ is a canonical isomorphism. Consider the restriction of this map onto $\Lambda^{q}\left(V^{*}\right)$. The element $f_{1} \wedge \cdots \wedge f_{q}=$ $A\left(f_{1} \otimes \cdots \otimes f_{q}\right) \in \Lambda^{q}\left(V^{*}\right)$ turns into the multilinear function $f\left(v_{1}, \ldots, v_{q}\right)=$ $\frac{1}{q!} \sum_{\sigma}(-1)^{\sigma} f_{1}\left(v_{\sigma(1)}\right) \ldots f_{q}\left(v_{\sigma(q)}\right)$. The function $f$ is skew-symmetric; therefore, we get a map $\Lambda^{q}\left(V^{*}\right) \longrightarrow\left(\Lambda^{q} V\right)^{*}$. Let us verify that this map is an isomorphism. To a multilinear function $f$ on $V \times \cdots \times V$ there corresponds, by 27.1, a linear function $\tilde{f}$ on $V \otimes \cdots \otimes V$. Clearly,

$$
\begin{aligned}
\tilde{f}\left(A\left(v_{1} \otimes \cdots \otimes v_{q}\right)\right)=\left(\frac{1}{q!}\right)^{2} \sum_{\sigma, \tau}(-1)^{\sigma \tau} f_{1}\left(v_{\sigma \tau(1)}\right) \ldots f_{q}\left(v_{\sigma \tau(q)}\right) \\
=\frac{1}{q!} \sum_{\sigma}(-1)^{\sigma} f_{1}\left(v_{\sigma(1)}\right) \ldots f_{q}\left(v_{\sigma(q)}\right)=\frac{1}{q!}\left|\begin{array}{ccc}
f_{1}\left(v_{1}\right) & \ldots & f_{1}\left(v_{q}\right) \\
\vdots & \vdots & \vdots \\
f_{q}\left(v_{1}\right) & \ldots & f_{q}\left(v_{q}\right)
\end{array}\right|
\end{aligned}
$$

Let $e_{1}, \ldots, e_{n}$ and $\varepsilon_{1}, \ldots, \varepsilon_{n}$ be dual bases of $V$ and $V^{*}$. The elements $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$ form a basis of $\Lambda^{q} V$. Consider the dual basis of $\left(\Lambda^{q} V\right)^{*}$. The above implies that under the restrictions considered the element $\varepsilon_{i_{1}} \wedge \cdots \wedge \varepsilon_{i_{q}}$ turns into a basis elements dual to $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$ with factor $(q!)^{-1}$.

Remark. As a byproduct we have proved that

$$
\tilde{f}\left(A\left(v_{1} \otimes \cdots \otimes v_{q}\right)\right)=\frac{1}{q!} \tilde{f}\left(v_{1} \otimes \cdots \otimes v_{q}\right) \text { for } f \in \Lambda^{q}\left(V^{*}\right)
$$

28.4.1. Theorem. $T_{0}^{2}(V)=\Lambda^{2}(V) \oplus S^{2}(V)$.

Proof. It suffices to notice that

$$
a \otimes b=\frac{1}{2}(a \otimes b-b \otimes a)+\frac{1}{2}(a \otimes b+b \otimes a) .
$$

28.4.2 Theorem. The following canonical isomorphisms take place:
a) $\Lambda^{q}(V \oplus W) \cong \oplus_{i=0}^{q}\left(\Lambda^{i} V \otimes \Lambda^{q-i} W\right)$;
b) $S^{q}(V \oplus W) \cong \oplus_{i=0}^{q}\left(S^{i} V \otimes S^{q-i} W\right)$.

Proof. Clearly, $\Lambda^{i} V \subset T_{0}^{i}(V \oplus W)$ and $\Lambda^{q-i} W \subset T_{0}^{q-i}(V \oplus W)$. Therefore, there exists a canonical embedding $\Lambda^{i} V \otimes \Lambda^{q-i} W \subset T_{0}^{q}(V \oplus W)$. Let us project $T_{0}^{q}(V \oplus W)$ to $\Lambda^{q}(V \oplus W)$ with the help of alternation. As a result we get a canonical map

$$
\Lambda^{i} V \otimes \Lambda^{q-i} W \longrightarrow \Lambda^{q}(V \oplus W)
$$

that acts as follows:

$$
\left(v_{1} \wedge \cdots \wedge v_{i}\right) \otimes\left(w_{1} \wedge \cdots \wedge w_{q-i}\right) \mapsto v_{1} \wedge \cdots \wedge v_{i} \wedge w_{1} \wedge \cdots \wedge w_{q-i}
$$

Selecting bases in $V$ and $W$, it is easy to verify that the resulting map

$$
\bigoplus_{i=0}^{q}\left(\Lambda^{i} V \otimes \Lambda^{q-i} W\right) \longrightarrow \Lambda^{q}(V \oplus W)
$$

is an isomorphism.
For $S^{q}(V \oplus W)$ the proof is similar.
28.4.3. ThEOREM. If $\operatorname{dim} V=n$, then there exists a canonical isomorphism $\Lambda^{p} V \cong\left(\Lambda^{n-p} V\right)^{*} \otimes \Lambda^{n} V$.

Proof. The exterior product is a map $\Lambda^{p} V \times \Lambda^{n-p} V \longrightarrow \Lambda^{n} V$ and therefore to every element of $\Lambda^{p} V$ there corresponds a map $\Lambda^{n-p} V \longrightarrow \Lambda^{n} V$. As a result we get a map

$$
\Lambda^{p} V \longrightarrow \operatorname{Hom}\left(\Lambda^{n-p} V, \Lambda^{n} V\right) \cong\left(\Lambda^{n-p} V\right)^{*} \otimes \Lambda^{n} V
$$

Let us prove that this map is an isomorphism. Select a basis $e_{1}, \ldots, e_{n}$ in $V$. To $e_{i_{1}} \wedge \cdots \wedge e_{i_{p}}$ there corresponds a map which sends $e_{j_{1}} \wedge \cdots \wedge e_{j_{n-p}}$ to 0 or $\pm e_{1} \wedge \cdots \wedge e_{n}$, depending on whether the sets $\left\{i_{1}, \ldots, i_{p}\right\}$ and $\left\{j_{1}, \ldots, j_{n-p}\right\}$ intersect or are complementary in $\{1, \ldots, n\}$. Such maps constitute a basis in $\operatorname{Hom}\left(\Lambda^{n-p} V, \Lambda^{n} V\right)$.
28.5. A linear operator $B: V \longrightarrow V$ induces a linear operator $B_{q}: T_{0}^{q}(V) \longrightarrow$ $T_{0}^{q}(V)$ which maps $v_{1} \otimes \cdots \otimes v_{q}$ to $B v_{1} \otimes \cdots \otimes B v_{q}$. If $T=v_{1} \otimes \cdots \otimes v_{q}$, then $B_{q} f_{\sigma}(T)=f_{\sigma} B_{q}(T)$ and, therefore,

$$
\begin{equation*}
B_{q} f_{\sigma}(T)=f_{\sigma} B_{q}(T) \text { for any } T \in T_{0}^{q}(V) \tag{1}
\end{equation*}
$$

Consequently, $B_{q}$ sends symmetric tensors to symmetric ones and skew-symmetric tensors to skew-symmetric ones. The restrictions of $B_{q}$ to $S^{q}(V)$ and $\Lambda^{q}(V)$ will be denoted by $S^{q} B$ and $\Lambda^{q} B$, respectively. Let $S$ and $A$ be symmetrization and alternation, respectively. The equality (1) implies that $B_{q} S=S B_{q}$ and $B_{q} A=$ $A B_{q}$. Hence,
$B_{q}\left(e_{1}^{k_{1}} \ldots e_{n}^{k_{n}}\right)=\left(B e_{1}\right)^{k_{1}} \ldots\left(B e_{n}\right)^{k_{n}}$ and $B_{q}\left(e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}\right)=\left(B e_{i_{1}}\right) \wedge \cdots \wedge\left(B e_{i_{q}}\right)$.
Introduce the lexicographic order on the set of indices $\left(i_{1}, \ldots, i_{q}\right)$, i.e., we assume that

$$
\left(i_{1}, \ldots, i_{q}\right)<\left(j_{1}, \ldots, j_{q}\right) \text { if } i_{1}=j_{1}, \ldots, i_{r}=j_{r} \text { and } i_{r+1}<j_{r+1}\left(\text { or } i_{1}<j_{1}\right) .
$$

Let us lexicographically order the basis vectors $e_{1}^{k_{1}} \ldots e_{n}^{k_{n}}$ and $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$.
28.5.1. Theorem. Let $B_{q}\left(e_{j_{1}} \wedge \cdots \wedge e_{j_{q}}\right)=\sum_{1 \leq i_{1}<\cdots<i_{q} \leq n} b_{j_{1} \ldots j_{q}}^{i_{1} \ldots i_{q}} e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$. Then $b_{j_{1} \ldots j_{q}}^{i_{1} \ldots i_{q}}$ is equal to the minor $B\left(\begin{array}{cc}i_{1} & \ldots i_{q} \\ j_{1} & \ldots \\ j_{q}\end{array}\right)$ of $B$.

Proof. Clearly,

$$
\begin{aligned}
B e_{j_{1}} \wedge \ldots B e_{j_{q}} & =\left(\sum_{i_{1}} b_{i_{1} j_{1}} e_{i_{1}}\right) \wedge \cdots \wedge\left(\sum_{i_{q}} b_{i_{q} j_{q}} e_{i_{q}}\right) \\
& =\sum_{i_{1}, \ldots, i_{q}} b_{i_{1} j_{1}} \ldots b_{i_{q} j_{q}} e_{i_{1}} \wedge \cdots \wedge e_{i_{q}} \\
& =\sum_{1 \leq i_{1}<\cdots<i_{q} \leq n}\left(\sum_{\sigma}(-1)^{\sigma} b_{i_{\sigma(1)} j_{1}} \ldots b_{i_{\sigma(q)} j_{q}}\right) e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}
\end{aligned}
$$

Corollary. The matrix of operator $\Lambda^{q} B$ with respect to the lexicographically ordered basis $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$ is the compound matrix $C_{q}(B)$ (see 2.6).
28.5.2. ThEOREM. If the matrix of an operator $B$ is triangular in the basis $e_{1}, \ldots, e_{n}$, then the matrices of $S^{q} B$ and $\Lambda^{q} B$ are triangular in the lexicographically ordered bases $e_{1}^{k_{1}} \ldots e_{n}^{k_{n}}\left(\right.$ for $\left.k_{1}+\cdots+k_{n}=q\right)$ and $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}\left(\right.$ for $1 \leq i_{1}<$ $\left.\cdots<i_{q} \leq n\right)$.

Proof. Let $B e_{i} \in \operatorname{Span}\left(e_{1}, \ldots, e_{i}\right)$, i.e., $B e_{i} \leq e_{i}$ with respect to our order. If $i_{1} \leq j_{1}, \ldots, i_{q} \leq j_{q}$ then $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}} \leq e_{j_{1}} \wedge \cdots \wedge e_{j_{q}}$ and $e_{i_{1}} \ldots e_{i_{q}}=e_{1}^{k_{1}} \ldots e_{n}^{k_{n}} \leq$ $e_{1}^{l_{1}} \ldots e_{n}^{l_{n}}=e_{j_{1}} \ldots e_{j_{q}}$. Hence,
$\Lambda^{q} B\left(e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}\right) \leq e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$ and $S^{q} B\left(e_{1}^{k_{1}} \ldots e_{n}^{k_{n}}\right) \leq e_{1}^{k_{1}} \ldots e_{n}^{k_{n}}$.
28.5.3. Theorem. $\operatorname{det}\left(\Lambda^{q} B\right)=(\operatorname{det} B)^{p}$, where $p=\binom{n-1}{q-1}$ and $\operatorname{det}\left(S^{q} B\right)=$ $(\operatorname{det} B)^{r}$, where $r=\frac{q}{n}\binom{n+q-1}{q}$.

Proof. We may assume that $B$ is an operator over $\mathbb{C}$. Let $e_{1}, \ldots, e_{n}$ be the Jordan basis for $B$. By Theorem 28.5.2 the matrices of $\Lambda^{q} B$ and $S^{q} B$ are triangular in the lexicographically ordered bases $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$ and $e_{1}^{k_{1}} \ldots e_{n}^{k_{n}}$. If a diagonal element $\lambda_{i}$ corresponds to $e_{i}$ then the diagonal elements $\lambda_{i_{1}} \ldots \lambda_{i_{q}}$ and $\lambda_{1}^{k_{1}} \ldots \lambda_{n}^{k_{n}}$, where $k_{1}+\cdots+k_{n}=q$, correspond to $e_{i_{1}} \wedge \cdots \wedge e_{i_{q}}$ and $e_{1}^{k_{1}} \ldots e_{n}^{k_{n}}$. Hence, the product of all diagonal elements of the matrices $\Lambda^{q} B$ and $S^{q} B$ is a polynomial in $\lambda$ of total degree $q \operatorname{dim} \Lambda^{q}(V)$ and $q \operatorname{dim} S^{q}(V)$, respectively. Hence, $\left|\Lambda^{q} B\right|=|B|^{p}$ and $\left|S^{q} B\right|=|B|^{r}$, where $p=\frac{q}{n}\binom{n}{q}$ and $r=\frac{q}{n}\binom{n+q-1}{q}$.

Corollary (Sylvester's identity). Since $\Lambda^{q} B=C_{q}(B)$ is the compound matrix (see Corollary 28.5.1)., $\operatorname{det}\left(C_{q}(B)\right)=(\operatorname{det} B)^{p}$, where $\binom{p=n-1}{q-1}$.

To a matrix $B$ of order $n$ we can assign a polynomial

$$
\Lambda_{B}(t)=1+\sum_{q=1}^{n} \operatorname{tr}\left(\Lambda^{q} B\right) t^{q}
$$

and a series

$$
S_{B}(t)=1+\sum_{q=1}^{\infty} \operatorname{tr}\left(S^{q} B\right) t^{q}
$$

28.5.4. Theorem. $S_{B}(t)=\left(\Lambda_{B}(-t)\right)^{-1}$.

Proof. As in the proof of Theorem 28.5.3 we see that if $B$ is a triangular matrix with diagonal $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ then $\Lambda^{q} B$ and $S^{q} B$ are triangular matrices with diagonal elements $\lambda_{i_{1}} \ldots \lambda_{i_{q}}$ and $\lambda_{1}^{k_{1}} \ldots \lambda_{n}^{k_{n}}$, where $k_{1}+\cdots+k_{n}=q$. Hence,

$$
\Lambda_{B}(-t)=\left(1-t \lambda_{1}\right) \ldots\left(1-t \lambda_{n}\right)
$$

and

$$
S_{B}(t)=\left(1+t \lambda_{1}+t^{2} \lambda_{1}^{2}+\ldots\right) \ldots\left(1+t \lambda_{n}+t^{2} \lambda_{n}^{2}+\ldots\right)
$$

It remains to notice that

$$
\left(1-t \lambda_{i}\right)^{-1}=1+t \lambda_{i}+t^{2} \lambda_{i}^{2}+\ldots
$$

## Problems

28.1. A trilinear function $f$ is symmetric with respect to the first two arguments and skew-symmetric with respect to the last two arguments. Prove that $f=0$.
28.2. Let $f: \mathbb{R}^{m} \times \mathbb{R}^{m} \longrightarrow \mathbb{R}^{n}$ be a symmetric bilinear map such that $f(x, x) \neq 0$ for $x \neq 0$ and $(f(x, x), f(y, y)) \leq|f(x, y)|^{2}$. Prove that $m \leq n$.
28.3. Let $\omega=e_{1} \wedge e_{2}+e_{3} \wedge e_{4}+\cdots+e_{2 n-1} \wedge e_{2 n}$, where $e_{1}, \ldots, e_{2 n}$ is a basis of a vector space. Prove that $\Lambda^{n} \omega=n!e_{1} \wedge \cdots \wedge e_{2 n}$.
28.4. Let $A$ be a matrix of order $n$. Prove that $\operatorname{det}(A+I)=1+\sum_{q=1}^{n} \operatorname{tr}\left(\Lambda^{q} A\right)$.
28.5. Let $d$ be the determinant of a system of linear equations

$$
\left(\sum_{j=1}^{n} a_{i j} x_{j}\right)\left(\sum_{q=1}^{n} a_{p q} x_{q}\right)=0, \quad(i, p=1, \ldots, n)
$$

where the unknowns are the $(n+1) n / 2$ lexicographically ordered quantities $x_{i} x_{j}$. Prove that $d=\left(\operatorname{det}\left(a_{i j}\right)\right)^{n+1}$.
28.6. Let $s_{k}=\operatorname{tr} A^{k}$ and let $\sigma_{k}$ be the sum of the principal minors of order $k$ of the matrix $A$. Prove that for any positive integer $m$ we have

$$
s_{m}-s_{m-1} \sigma_{1}+s_{m-2} \sigma_{2}-\cdots+(-1)^{m} m \sigma_{m}=0
$$

28.7. Prove the Binet-Cauchy formula with the help of the wedge product.

## 29. The Pfaffian

29.1. If $A=\left\|a_{i j}\right\|_{1}^{n}$ is a skew-symmetric matrix, then $\operatorname{det} A$ is a polynomial in the indeterminates $a_{i j}$, where $i<j$; let us denote this polynomial by $P\left(a_{i j}\right)$. For $n$ odd we have $P \equiv 0$ (see Problem 1.1), and if $n$ is even, then $A$ can be represented as $A=X J X^{T}$, where the elements of $X$ are rational functions in $a_{i j}$ and $J=$ $\operatorname{diag}\left(\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right), \ldots,\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)\right)($ see 21.2 $)$. Since $\operatorname{det} X=f\left(a_{i j}\right) / g\left(a_{i j}\right)$, where $f$ and $g$ are polynomials, it follows that

$$
P=\operatorname{det}\left(X J X^{T}\right)=(f / g)^{2} .
$$

Therefore, $f^{2}=P g^{2}$, i.e., $f^{2}$ is divisible by $g^{2}$; hence, $f$ is divisible by $g$, i.e., $f / g=Q$ is a polynomial. As a result we get $P=Q^{2}$, where $Q$ is a polynomial in $a_{i j}$, i.e., the determinant of a skew-symmetric matrix considered as a polynomial in $a_{i j}$, where $i<j$, is a perfect square.

This result can be also obtained by another method which also gives an explicit expression for $Q$. Let a basis $e_{1}, \ldots, e_{2 n}$ be given in $V$. First, let us assign to a skew-symmetric matrix $A=\left\|a_{i j}\right\|_{1}^{2 n}$ the element $\omega=\sum_{i<j} a_{i j} e_{i} \wedge e_{j} \in \Lambda^{2}(V)$ and then to $\omega$ assign $\Lambda^{n} \omega=f(A) e_{1} \wedge \cdots \wedge e_{2 n} \in \Lambda^{2 n}(V)$. The function $f(A)$ can be easily expressed in terms of the elements of $A$ and it does not depend on the choice of a basis.

Now, let us express the elements $\omega$ and $\Lambda^{n} \omega$ with respect to a new basis $\varepsilon_{j}=$ $\sum x_{i j} e_{i}$. We can verify that $\sum_{i<j} a_{i j} e_{i} \wedge e_{j}=\sum_{i<j} b_{i j} \varepsilon_{i} \wedge \varepsilon_{j}$, where $A=X B X^{T}$ and $\varepsilon_{1} \wedge \cdots \wedge \varepsilon_{2 n}=(\operatorname{det} X) e_{1} \wedge \cdots \wedge e_{2 n}$. Hence,

$$
f(A) e_{1} \wedge \cdots \wedge e_{2 n}=f(B) \varepsilon_{1} \wedge \cdots \wedge \varepsilon_{2 n}=(\operatorname{det} X) f(B) e_{1} \wedge \cdots \wedge e_{2 n}
$$

i.e., $f\left(X B X^{T}\right)=(\operatorname{det} X) f(B)$. If $A$ is an invertible skew-symmetric matrix, then it can be represented in the form

$$
A=X J X^{T}, \quad \text { where } \quad J=\operatorname{diag}\left(\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \ldots,\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\right)
$$

Hence, $f(A)=f\left(X J X^{T}\right)=(\operatorname{det} X) f(J)$ and $\operatorname{det} A=(\operatorname{det} X)^{2}=(f(A) / f(J))^{2}$.
Let us prove that

$$
f(A)=n!\sum_{\sigma}(-1)^{\sigma} a_{i_{1} i_{2}} a_{i_{3} i_{4}} \ldots a_{i_{2 n-1} i_{2 n}}
$$

where $\sigma=\left(\begin{array}{ccc}1 & \ldots & 2 n \\ i_{1} & \ldots & i_{2 n}\end{array}\right)$ and the summation runs over all partitions of $\{1, \ldots, 2 n\}$ into pairs $\left\{i_{k}, i_{k+1}\right\}$, where $i_{k}<i_{k+1}$ (observe that the summation runs not over all permutations $\sigma$, but over partitions!). Let $\omega_{i j}=a_{i j} e_{i} \wedge e_{j}$; then $\omega_{i j} \wedge \omega_{k l}=\omega_{k l} \wedge \omega_{i j}$ and $\omega_{i j} \wedge \omega_{k l}=0$ if some of the indices $i, j, k, l$ coincide. Hence,

$$
\begin{aligned}
\Lambda^{n}\left(\sum \omega_{i j}\right)= & \sum \omega_{i_{1} i_{2}} \wedge \cdots \wedge \omega_{i_{2 n-1} i_{2 n}}= \\
& \sum a_{i_{1} i_{2}} \ldots a_{i_{2 n-1} i_{2 n}} e_{i_{1}} \wedge \cdots \wedge e_{i_{2 n}}= \\
& \sum(-1)^{\sigma} a_{i_{1} i_{2}} \ldots a_{i_{2 n-1} i_{2 n}} e_{1} \wedge \cdots \wedge e_{2 n}
\end{aligned}
$$

and precisely $n$ ! summands have $a_{i_{1} i_{2}} \ldots a_{i_{2 n-1} i_{2 n}}$ as the coefficient. Indeed, each of the $n$ elements $\omega_{i_{1} i_{2}}, \ldots, \omega_{i_{2 n-1} i_{2 n}}$ can be selected in any of the $n$ factors in $\Lambda^{n}\left(\sum \omega_{i j}\right)$ and in each factor we select exactly one such element. In particular, $f(J)=n$ !.

The polynomial $\operatorname{Pf}(A)=f(A) / f(J)= \pm \sqrt{\operatorname{det} A}$ considered as a polynomial in the variables $a_{i j}$, where $i<j$ is called the Pfaffian. It is easy to verify that for matrices of order 2 and 4 , respectively, the Pfaffian is equal to $a_{12}$ and $a_{12} a_{34}$ $a_{13} a_{24}+a_{14} a_{23}$.
29.2. Let $1 \leq \sigma_{1}<\cdots<\sigma_{k} \leq 2 n$. The set $\left\{\sigma_{1}, \ldots, \sigma_{2 k}\right\}$ can be complemented to the set $\{1,2, \ldots, 2 n\}$ by the set $\left\{\bar{\sigma}_{1}, \ldots, \bar{\sigma}_{2(n-k)}\right\}$, where $\bar{\sigma}_{1}<\cdots<$ $\bar{\sigma}_{2(n-k)}$. As a result to the set $\left\{\sigma_{1}, \ldots, \sigma_{2 k}\right\}$ we have assigned the permutation $\sigma=\left(\sigma_{1} \ldots \sigma_{2 k} \bar{\sigma}_{1} \ldots \bar{\sigma}_{2(n-k)}\right)$. It is easy to verify that $(-1)^{\sigma}=(-1)^{a}$, where $a=\left(\sigma_{1}-1\right)+\left(\sigma_{2}-2\right)+\cdots+\left(\sigma_{2 k}-2 k\right)$.

The Pfaffian of a submatrix of a skew-symmetric matrix $M=\left\|m_{i j}\right\|_{1}^{2 n}$, where $m_{i j}=(-1)^{i+j-1}$ for $i<j$, possesses the following property.
29.2.1. ThEOREM. Let $P_{\sigma_{1} \ldots \sigma_{2 k}}=\operatorname{Pf}\left(M^{\prime}\right)$, where $M^{\prime}=\left\|m_{\sigma_{i} \sigma_{j}}\right\|_{1}^{2 k}$. Then $P_{\sigma_{1} \ldots \sigma_{2 k}}=(-1)^{\sigma}$, where $\sigma=\left(\sigma_{1} \ldots \sigma_{2 k} \bar{\sigma}_{1} \ldots \bar{\sigma}_{2(n-k)}\right)$ (see above).

Proof. Let us apply induction on $k$. Clearly, $P_{\sigma_{1} \sigma_{2}}=m_{\sigma_{1} \sigma_{2}}=(-1)^{\sigma_{1}+\sigma_{2}+1}$. The sign of the permutation corresponding to $\left\{\sigma_{1}, \sigma_{2}\right\}$ is equal to $(-1)^{a}$, where $a=\left(\sigma_{1}-1\right)+\left(\sigma_{2}-2\right) \equiv\left(\sigma_{1}+\sigma_{2}+1\right) \bmod 2$.

Making use of the result of Problem 29.1 it is easy to verify that

$$
P_{\sigma_{1} \ldots \sigma_{2 k}}=\sum_{i=2}^{2 k}(-1)^{i} P_{\sigma_{1} \sigma_{i}} P_{\sigma_{2} \ldots \hat{\sigma}_{i} \ldots \sigma_{2 k}}
$$

By inductive hypothesis $P_{\sigma_{1} \ldots \hat{\sigma}_{i} \ldots \sigma_{2 k}}=(-1)^{\tau}$, where $\tau=\left(\sigma_{2} \ldots \hat{\sigma}_{i} \ldots \sigma_{2 k} 12 \ldots 2 n\right)$. The signs of permutations $\sigma$ and $\tau$ are equal to $(-1)^{a}$ and $(-1)^{b}$, respectively, where $a=\left(\sigma_{1}-1\right)+\cdots+\left(\sigma_{2 k}-2 k\right)$ and
$b=\left(\sigma_{2}-1\right)+\left(\sigma_{3}-2\right)+\cdots+\left(\sigma_{i-1}-i+2\right)+\left(\sigma_{i+1}-i+1\right)+\cdots+\left(\sigma_{2 k}-2 k+2\right)$.
Hence, $(-1)^{\tau}=(-1)^{\sigma}(-1)^{\sigma_{1}+\sigma_{2}+1}$. Therefore,
$P_{\sigma_{1} \ldots \sigma_{2 k}}=\sum_{i=2}^{2 k}(-1)^{i}(-1)^{\sigma_{1}+\sigma_{2}+1}(-1)^{\sigma}(-1)^{\sigma_{1}+\sigma_{i}+1}=(-1)^{\sigma} \sum_{i=2}^{2 k}(-1)^{i}=(-1)^{\sigma}$.
29.2.2. Theorem (Lieb). Let $A$ be a skew-symmetric matrix of order $2 n$. Then

$$
\operatorname{Pf}\left(A+\lambda^{2} M\right)=\sum_{k=0}^{n} \lambda^{2 k} P_{k}, \text { where } P_{k}=\sum_{\sigma} A\left(\begin{array}{lll}
\sigma_{1} & \ldots & \sigma_{2(n-k)} \\
\sigma_{1} & \ldots & \sigma_{2(n-k)}
\end{array}\right)
$$

Proof ([Kahane, 1971]). The matrices $A$ and $M$ will be considered as elements $\sum_{i<j} a_{i j} e_{i} \wedge e_{j}$ and $\sum_{i<j} m_{i j} e_{i} \wedge e_{j}$, respectively, in $\Lambda^{2} V$. Since $A \wedge M=M \wedge A$, the Newton binomial formula holds:

$$
\begin{aligned}
\Lambda^{n}\left(A+\lambda^{2} M\right) & =\sum_{k=0}^{n}\binom{n}{k} \lambda^{2 k}\left(\Lambda^{k} M\right) \wedge\left(\Lambda^{n-k} A\right) \\
& =\sum_{k=0}^{n}\binom{n}{k} \lambda^{2 k} \sum\left(k!P_{\sigma_{1} \ldots \sigma_{2 k}}\right)\left((n-k)!P_{k}\right) e_{\sigma_{1}} \wedge \cdots \wedge e_{\sigma_{k}} \wedge \ldots
\end{aligned}
$$

By Theorem 29.2.1, $P_{\sigma_{1} \ldots \sigma_{2 k}}=(-1)^{\sigma}$. It is also clear that $e_{\sigma_{1}} \wedge \cdots \wedge e_{\sigma_{k}} \wedge \cdots=$ $(-1)^{\sigma} e_{1} \wedge \cdots \wedge e_{2 n}$. Hence,

$$
\Lambda^{n}\left(A+\lambda^{2} M\right)=n!\sum_{k=0}^{n} \lambda^{2 k} P_{k} e_{1} \wedge \cdots \wedge e_{n}
$$

and, therefore $\operatorname{Pf}\left(A+\lambda^{2} M\right)=\sum_{k=0}^{n} \lambda^{2 k} P_{k}$.

## Problems

29.1. Let $\operatorname{Pf}(A)=a_{p q} C_{p q}+f$, where $f$ does not depend on $a_{p q}$ and let $A_{p q}$ be the matrix obtained from $A$ by crossing out its $p$ th and $q$ th columns and rows. Prove that $C_{p q}=(-1)^{p+q+1} \operatorname{Pf}\left(A_{p q}\right)$.
29.2. Let $X$ be a matrix of order $2 n$ whose rows are the coordinates of vectors $x_{1}, \ldots, x_{2 n}$ and $g_{i j}=\left\langle x_{i}, x_{j}\right\rangle$, where $\langle a, b\rangle=\sum_{k=1}^{n}\left(a_{2 k-1} b_{2 k}-a_{2 k} b_{2 k-1}\right)$ for vectors $a=\left(a_{1}, \ldots, a_{2 n}\right)$ and $b=\left(b_{1}, \ldots, b_{2 n}\right)$. Prove that $\operatorname{det} X=\operatorname{Pf}(G)$, where $G=$ $\left\|g_{i j}\right\|_{1}^{2 n}$.

## 30. Decomposable skew-symmetric and symmetric tensors

30.1. A skew-symmetric tensor $\omega \in \Lambda^{k}(V)$ said to be decomposable (or simple or split) if it can be represented in the form $\omega=x_{1} \wedge \cdots \wedge x_{k}$, where $x_{i} \in V$.

A symmetric tensor $T \in S^{k}(V)$ said to be decomposable (or simple or split) if it can be represented in the form $T=S\left(x_{1} \otimes \cdots \otimes x_{k}\right)$, where $x_{i} \in V$.
30.1.1. Theorem. If $x_{1} \wedge \cdots \wedge x_{k}=y_{1} \wedge \cdots \wedge y_{k} \neq 0$ then $\operatorname{Span}\left(x_{1}, \ldots, x_{k}\right)=$ $\operatorname{Span}\left(y_{1}, \ldots, y_{k}\right)$.

Proof. Suppose for instance, that $y_{1} \notin \operatorname{Span}\left(x_{1}, \ldots, x_{k}\right)$. Then the vectors $e_{1}=x_{1}, \ldots, e_{k}=x_{k}$ and $e_{k+1}=y_{1}$ can be complemented to a basis. Expanding the vectors $y_{2}, \ldots, y_{k}$ with respect to this basis we get

$$
e_{1} \wedge \cdots \wedge e_{k}=e_{k+1} \wedge\left(\sum a_{i_{2} \ldots i_{k}} e_{i_{2}} \wedge \cdots \wedge e_{i_{k}}\right)
$$

This equality contradicts the linear independence of the vectors $e_{i_{1}} \wedge \cdots \wedge e_{i_{k}}$.
Corollary. To any decomposable skew-symmetric tensor $\omega=x_{1} \wedge \cdots \wedge x_{k}$ a $k$-dimensional subspace $\operatorname{Span}\left(x_{1}, \ldots, x_{k}\right)$ can be assigned; this subspace does not depend on the expansion of $\omega$, but only on the tensor $\omega$ itself.
30.1.2. Theorem ([Merris, 1975]). If $S\left(x_{1} \otimes \cdots \otimes x_{k}\right)=S\left(y_{1} \otimes \cdots \otimes y_{k}\right) \neq 0$, then $\operatorname{Span}\left(x_{1}, \ldots, x_{k}\right)=\operatorname{Span}\left(y_{1}, \ldots, y_{k}\right)$.

Proof. Suppose, for instance, that $y_{1} \notin \operatorname{Span}\left(x_{1}, \ldots, x_{k}\right)$. Let $T=S\left(x_{1} \otimes\right.$ $\cdots \otimes x_{k}$ ) be a nonzero tensor. To any multilinear function $f: V \times \cdots \times V \longrightarrow K$ there corresponds a linear function $\tilde{f}: V \otimes \cdots \otimes V \longrightarrow K$. The tensor $T$ is nonzero and, therefore, there exists a linear function $\tilde{f}$ such that $\tilde{f}(T) \neq 0$. A multilinear function $f$ is a linear combination of products of linear functions and, therefore, there exist linear functions $g_{1}, \ldots, g_{k}$ such that $\tilde{g}(T) \neq 0$, where $g=g_{1} \ldots g_{k}$.

Consider linear functions $h_{1}, \ldots, h_{k}$ that coincide with $g_{1} \ldots g_{k}$ on the subspace $\operatorname{Span}\left(x_{1}, \ldots, x_{k}\right)$ and vanish on $y_{1}$. Let $h=h_{1} \ldots h_{k}$. Then $\tilde{h}(T)=\tilde{g}(T) \neq 0$. On the other hand, $T=S\left(y_{1} \otimes \cdots \otimes y_{k}\right)$ and, therefore,

$$
\tilde{h}(T)=\sum_{\sigma} h_{1}\left(y_{\sigma(1)}\right) \ldots h_{k}\left(y_{\sigma(k)}\right)=0,
$$

since $h_{i}\left(y_{1}\right)=0$ is present in every summand. We obtained a contradiction and, therefore, $y_{1} \in \operatorname{Span}\left(x_{1}, \ldots, x_{k}\right)$.

Similar arguments prove that
$\operatorname{Span}\left(y_{1}, \ldots, y_{k}\right) \subset \operatorname{Span}\left(x_{1}, \ldots, x_{k}\right)$ and $\operatorname{Span}\left(x_{1}, \ldots, x_{k}\right) \subset \operatorname{Span}\left(y_{1}, \ldots, y_{k}\right)$.
30.2. From the definition of decomposability alone it is impossible to determine after a finite number of operations whether or not a skew-symmetric tensor $\sum_{i_{1}<\cdots<i_{k}} a_{i_{1} \ldots i_{k}} e_{i_{1}} \wedge \cdots \wedge e_{i_{k}}$ is decomposable. We will show that the decomposability condition for a skew-symmetric tensor is equivalent to a system of equations for its coordinates $a_{i_{1} \ldots i_{k}}$ (Plücker relations, see Cor. 30.2.2). Let us make several preliminary remarks.

For any $v^{*} \in V^{*}$ let us consider a map $i\left(v^{*}\right): \Lambda^{k} V \longrightarrow \Lambda^{k-1} V$ given by the formula

$$
\left\langle i\left(v^{*}\right) T, f\right\rangle=\left\langle T, v^{*} \wedge f\right\rangle \text { for any } f \in\left(\Lambda^{k-1} V\right)^{*} \text { and } T \in \Lambda^{k} V .
$$

For a given $v \in V$ we define a similar map $i(v): \Lambda^{k} V^{*} \longrightarrow \Lambda^{k-1} V^{*}$.
To a subspace $\Lambda \subset \Lambda^{k} V$ assign the subspace $\Lambda^{\perp}=\left\{v^{*} \mid i\left(v^{*}\right) \Lambda=0\right\} \subset V^{*}$; clearly, if $\Lambda \subset \Lambda^{1} V=V$, then $\Lambda^{\perp}$ is the annihilator of $\Lambda$ (see 5.5).
30.2.1. Theorem. $W=\left(\Lambda^{\perp}\right)^{\perp}$ is the minimal subspace of $V$ for which $\Lambda$ belongs to the subspace $\Lambda^{k} W \subset \Lambda^{k} V$.

Proof. If $\Lambda \subset \Lambda^{k} W_{1}$ and $v^{*} \in W_{1}^{\perp}$, then $i\left(v^{*}\right) \Lambda=0$; hence, $W_{1}^{\perp} \subset \Lambda^{\perp}$; therefore, $W_{1} \supset\left(\Lambda^{\perp}\right)^{\perp}$. It remains to demonstrate that $\Lambda \subset \Lambda^{k} W$. Let $V=W \oplus U$, $u_{1}, \ldots, u_{a}$ a basis of $U, w_{1}, \ldots, w_{n-a}$ a basis of $W, u_{1}^{*}, \ldots, w_{n-a}^{*}$ the dual basis of $V^{*}$. Then $u_{j}^{*} \in W^{\perp}=\Lambda^{\perp}$, i.e., $i\left(u_{j}^{*}\right) \Lambda=0$. If $j \in\left\{j_{1}, \ldots, j_{b}\right\}$ and $\left\{j_{1}^{\prime}, \ldots, j_{b-1}^{\prime}\right) \cup\{j\}=$ $\left\{j_{1}, \ldots, j_{b}\right\}$, then the map $i\left(u_{j}^{*}\right)$ sends $w_{i_{1}} \wedge \cdots \wedge w_{i_{k-b}} \wedge u_{j_{1}} \wedge \cdots \wedge u_{j_{b}}$ to

$$
\lambda w_{i_{1}} \wedge \cdots \wedge w_{i_{k-b}} \wedge u_{j_{1}^{\prime}} \wedge \cdots \wedge u_{j_{b-1}^{\prime}}
$$

otherwise $i\left(u_{j}^{*}\right)$ sends this tensor to 0 . Therefore,

$$
i\left(u_{j}^{*}\right)\left(\Lambda^{k-b} W \otimes \Lambda^{b} U\right) \subset \Lambda^{k-b} W \otimes \Lambda^{b-1} U
$$

Let $\sum_{\alpha=1}^{a} \Lambda_{\alpha} \otimes u_{\alpha}$ be the component of an element from the space $\Lambda$ which belongs to $\Lambda^{k-1} W \otimes \Lambda^{1} U$. Then $i\left(u_{\beta}^{*}\right)\left(\sum_{\alpha} \Lambda_{\alpha} \otimes u_{\alpha}\right)=0$ and, therefore, for all $f$ we have

$$
0=\left\langle i\left(u_{\beta}^{*}\right) \sum_{\alpha} \Lambda_{\alpha} \otimes u_{\alpha}, f\right\rangle=\left\langle\sum_{\alpha} \Lambda_{\alpha} \otimes u_{\alpha}, u_{\beta}^{*} \wedge f\right\rangle=\left\langle\Lambda_{\beta} \otimes u_{\beta}, u_{\beta}^{*} \wedge f\right\rangle
$$

But if $\Lambda_{\beta} \otimes u_{\beta} \neq 0$, then it is possible to choose $f$ so that $\left\langle\Lambda_{\beta} \otimes u_{\beta}, u_{\beta}^{*} \wedge f\right\rangle \neq 0$. We similarly prove that the components of any element of $\Lambda^{k-i} W \otimes \Lambda^{i} U$ in $\Lambda$ are zero for $i>0$, i.e., $\Lambda \subset \Lambda^{k} W$.

Let $\omega \in \Lambda^{k} V$. Let us apply Theorem 30.2.1 to $\Lambda=\operatorname{Span}(\omega)$. If $w_{1}, \ldots, w_{m}$ is a basis of $W$, then $\omega=\sum a_{i_{1} \ldots i_{k}} w_{i_{1}} \wedge \cdots \wedge w_{i_{k}}$. Therefore, the skew-symmetric tensor $\omega$ is decomposable if and only if $m=k$, i.e., $\operatorname{dim} W=k$. If $\omega$ is not decomposable then $\operatorname{dim} W>k$.
30.2.2. Theorem. Let $W=\left(\operatorname{Span}(\omega)^{\perp}\right)^{\perp}$. Let $\omega \in \Lambda^{k} V$ and $W^{\prime}=\{w \in W \mid$ $w \wedge \omega=0\}$. The skew-symmetric tensor $\omega$ is decomposable if and only if $W^{\prime}=W$.

Proof. If $\omega=v_{1} \wedge \cdots \wedge v_{k} \neq 0$, then $W=\operatorname{Span}\left(v_{1}, \ldots, v_{k}\right)$; hence, $w \wedge \omega=0$ for any $w \in W$.

Now, suppose that $\omega$ is not decomposable, i.e., $\operatorname{dim} W=m>k$. Let $w_{1}, \ldots, w_{m}$ be a basis of $W$. Then $\omega=\sum a_{i_{1} \ldots i_{k}} w_{i_{1}} \wedge \cdots \wedge w_{i_{k}}$. We may assume that $a_{1 \ldots k} \neq 0$. Let $\alpha=w_{k+1} \wedge \cdots \wedge w_{m} \in \Lambda^{m-k} W$. Then $\omega \wedge \alpha=a_{1 \ldots k} w_{1} \wedge \cdots \wedge w_{m} \neq 0$. In particular, $\omega \wedge w_{m} \neq 0$, i.e., $w_{m} \notin W^{\prime}$.

Corollary (Plücker relations). Let $\omega=\sum_{i_{1}<\cdots<i_{k}} a_{i_{1} \ldots i_{k}} e_{i_{1}} \wedge \cdots \wedge e_{i_{k}}$ be a skew-symmetric tensor. It is decomposable if and only if

$$
\left(\sum_{i_{1}<\cdots<i_{k}} a_{i_{1} \ldots i_{k}} e_{i_{1}} \wedge \cdots \wedge e_{i_{k}}\right) \wedge\left(\sum_{j} a_{j_{1} \ldots j_{k-1} j} e_{j}\right)=0
$$

for any $j_{1}<\cdots<j_{k-1}$. (To determine the coefficient $a_{j_{1} \ldots j_{k-1} j}$ for $j_{k-1}>j$ we assume that $\left.a_{\ldots i j \ldots}=-a_{\ldots j i \ldots}\right)$.

Proof. In our case

$$
\Lambda^{\perp}=\left\{v^{*} \mid\left\langle\omega, f \wedge v^{*}\right\rangle=0 \text { for any } f \in \Lambda^{k-1}\left(V^{*}\right)\right\}
$$

Let $\varepsilon_{1}, \ldots, \varepsilon_{n}$ be the basis dual to $e_{1}, \ldots, e_{n} ; f=\varepsilon_{j_{1}} \wedge \cdots \wedge \varepsilon_{j_{k-1}}$ and $v^{*}=\sum v_{i} \varepsilon_{i}$. Then

$$
\begin{aligned}
\left\langle\omega, f \wedge v^{*}\right\rangle=\left\langle\sum_{i_{1}<\cdots<i_{k}} a_{i_{1} \ldots i_{k}} e_{i_{1}} \wedge \cdots \wedge e_{i_{k}}, \sum_{j} v_{j} \varepsilon_{j_{1}} \wedge \cdots \wedge\right. & \left.\varepsilon_{j_{k-1}} \wedge \varepsilon_{j}\right\rangle \\
& =\frac{1}{n!} \sum a_{j_{1} \ldots j_{k-1} j} v_{j}
\end{aligned}
$$

Therefore,

$$
\Lambda^{\perp}=\left\{v^{*}=\sum v_{j} \varepsilon_{j} \mid \sum a_{j_{1} \ldots j_{k-1} j} v_{j}=0 \text { for any } j_{1}, \ldots, j_{k-1}\right\}
$$

hence, $W=\left(\Lambda^{\perp}\right)^{\perp}=\left\{w=\sum_{j} a_{j_{1} \ldots j_{k-1} j} e_{j}\right\}$. By Theorem 30.2.2 $\omega$ is decomposable if and only if $\omega \wedge w=0$ for all $w \in W$.

Example. For $k=2$ for every fixed $p$ we get a relation

$$
\left(\sum_{i<j} a_{i j} e_{i} \wedge e_{j}\right) \wedge\left(\sum_{q} a_{p q} e_{p}\right)=0 .
$$

In this relation the coefficient of $e_{i} \wedge e_{j} \wedge e_{q}$ is equal to $a_{i j} a_{p q}-a_{i p} a_{p j}+a_{j p} a_{p i}$ and the relation

$$
a_{i j} a_{p q}-a_{i q} a_{p j}+a_{j q} a_{p i}=0
$$

is nontrivial only if the numbers $i, j, p, q$ are distinct.

## Problems

30.1. Let $\omega \in \Lambda^{k} V$ and $e_{1} \wedge \cdots \wedge e_{r} \neq 0$ for some $e_{i} \in V$. Prove that $\omega=$ $\omega_{1} \wedge e_{1} \wedge \cdots \wedge e_{r}$ if and only if $\omega \wedge e_{i}=0$ for $i=1, \ldots, r$.
30.2. Let $\operatorname{dim} V=n$ and $\omega \in \Lambda^{n-1} V$. Prove that $\omega$ is a decomposable skewsymmetric tensor.
30.3. Let $e_{1}, \ldots, e_{2 n}$ be linearly independent, $\omega=\sum_{i=1}^{n} e_{2 i-1} \wedge e_{2 i}$, and $\Lambda=$ $\operatorname{Span}(\omega)$. Find the dimension of $W=\left(\Lambda^{\perp}\right)^{\perp}$.
30.4. Let tensors $z_{1}=x_{1} \wedge \cdots \wedge x_{r}$ and $z_{2}=y_{1} \wedge \cdots \wedge y_{r}$ be nonproportional; $X=\operatorname{Span}\left(x_{1}, \ldots, x_{r}\right)$ and $Y=\operatorname{Span}\left(y_{1}, \ldots, y_{r}\right)$. Prove that $\operatorname{Span}\left(z_{1}, z_{2}\right)$ consists of decomposable skew-symmetric tensors if and only if $\operatorname{dim}(X \cap Y)=r-1$.
30.5. Let $W \subset \Lambda^{k} V$ consist of decomposable skew-symmetric tensors. To every $\omega=x_{1} \wedge \cdots \wedge x_{k} \in W$ assign the subspace $[\omega]=\operatorname{Span}\left(x_{1}, \ldots, x_{k}\right) \subset V$. Prove that either all subspaces $[\omega]$ have a common $(k-1)$-dimensional subspace or all of them belong to one $(k+1)$-dimensional subspace.

## 31. The tensor rank

31.1. The space $V \otimes W$ consists of linear combinations of elements of the form $v \otimes w$. Not every element of this space, however, can be represented in the form $v \otimes w$. The rank of an element $T \in V \otimes W$ is the least number $k$ for which $T=v_{1} \otimes w_{1}+\cdots+v_{k} \otimes w_{k}$.
31.1.1. Theorem. If $T=\sum a_{i j} e_{i} \otimes \varepsilon_{j}$, where $\left\{e_{i}\right\}$ and $\left\{\varepsilon_{j}\right\}$ are bases of $V$ and $W$, then $\operatorname{rank} T=\operatorname{rank}\left\|a_{i j}\right\|$.

Proof. Let $v_{p}=\sum \alpha_{i}^{p} e_{i}, w_{p}=\sum \beta_{j}^{p} \varepsilon_{j}, \alpha^{p}$ a column $\left(\alpha_{1}^{p}, \ldots, \alpha_{n}^{p}\right)^{T}$ and $\beta^{p}$ a row $\left(\beta_{1}^{p}, \ldots, \beta_{m}^{p}\right)$. If $T=v_{1} \otimes w_{1}+\cdots+v_{k} \otimes w_{k}$, then $\left\|a_{i j}\right\|=\alpha^{1} \beta^{1}+\cdots+\alpha^{k} \beta^{k}$. The least number $k$ for which such a decomposition of $\left\|a_{i j}\right\|$ is possible is equal to the rank of this matrix (see 8.2).
31.1.1.1. Corollary. The set $\{T \in V \otimes W \mid \operatorname{rank} T \leq k\}$ is given by algebraic equations and, therefore, is closed; in particular, if $\lim _{i \longrightarrow \infty} T_{i}=T$ and $\operatorname{rank} T_{i} \leq k$, then $\operatorname{rank} T \leq k$.
31.1.1.2. Corollary. The rank of an element of a real subspace $V \otimes W$ does not change under complexifications.

For an element $T \in V_{1} \otimes \cdots \otimes V_{p}$ its rank can be similarly defined as the least number $k$ for which $T=v_{1}^{1} \otimes \cdots \otimes v_{p}^{1}+\cdots+v_{1}^{k} \otimes \cdots \otimes v_{p}^{k}$. It turns out that for $p \geq 3$ the properties formulated in Corollaries 31.1.1.1 and 31.1.1.2 do not hold. Before we start studying the properties of the tensor rank let us explain why the interest in it.
31.2. In the space of matrices of order $n$ select the basis $e_{\alpha \beta}=\left\|\delta_{i \alpha} \delta_{j \beta}\right\|_{1}^{n}$ and let $\varepsilon_{\alpha \beta}$ be the dual basis. Then $A=\sum_{i, j} a_{i j} e_{i j}, B=\sum_{i, j} b_{i j} e_{i j}$ and

$$
A B=\sum_{i, j, k} a_{i k} b_{k j} e_{i j}=\sum_{i, j, k} \varepsilon_{i k}(A) \varepsilon_{k j}(B) e_{i j} .
$$

Thus, the calculation of the product of two matrices of order $n$ reduces to calculation of $n^{3}$ products $\varepsilon_{i k}(A) \varepsilon_{k j}(B)$ of linear functions. Is the number $n^{3}$ the least possible one?

It turns out that no, it is not. For example, for matrices of order 2 we can indicate 7 pairs of linear functions $f_{p}$ and $g_{p}$ and 7 matrices $E_{p}$ such that $A B=$ $\sum_{p=1}^{7} f_{p}(A) g_{p}(B) E_{p}$. This decomposition was constructed in [Strassen, 1969]. The computation of the least number of such triples is equivalent to the computation of the rank of the tensor

$$
\sum_{i, j, k} \varepsilon_{i k} \otimes \varepsilon_{k j} \otimes e_{i j}=\sum_{p} f_{p} \otimes g_{p} \otimes E_{p}
$$

Identify the space of vectors with the space of covectors, and introduce, for brevity, the notation $a=e_{11}, b=e_{12}, c=e_{21}$ and $d=e_{22}$. It is easy to verify that for matrices of order 2

$$
\begin{aligned}
\sum_{i, j, k} \varepsilon_{i k} \otimes \varepsilon_{k j} \otimes e_{i j}=(a \otimes a+b \otimes c) & \otimes a+(a \otimes b+b \otimes d) \otimes b \\
& +(c \otimes a+d \otimes c) \otimes c+(c \otimes b+d \otimes d) \otimes d
\end{aligned}
$$

Strassen's decomposition is of the form $\sum \varepsilon_{i k} \otimes \varepsilon_{k j} \otimes e_{i j}=\sum_{p=1}^{7} T_{p}$, where

$$
\begin{array}{ll}
T_{1}=(a-d) \otimes(a-d) \otimes(a+d), & T_{5}=(c-d) \otimes a \otimes(c-d), \\
T_{2}=d \otimes(a+c) \otimes(a+c), & T_{6}=(b-d) \otimes(c+d) \otimes a, \\
T_{3}=(a-b) \otimes d \otimes(a-b), & T_{7}=(c-a) \otimes(a+b) \otimes d . \\
T_{4}=a \otimes(b+d) \otimes(b+d), &
\end{array}
$$

This decomposition leads to the following algorithm for computing the product of matrices $A=\left(\begin{array}{ll}a_{1} & b_{1} \\ c_{1} & d_{1}\end{array}\right)$ and $B=\left(\begin{array}{ll}a_{2} & b_{2} \\ c_{2} & d_{2}\end{array}\right)$. Let

$$
\begin{array}{rlrlll}
S_{1}=a_{1}-d_{1}, & S_{2}=a_{2}-d_{2}, & S_{3}=a_{1}-b_{1}, & S_{4}=b_{1}-d_{1}, & S_{5}=c_{2}+d_{2}, \\
S_{6} & =a_{2}+c_{2}, & S_{7}=b_{2}+d_{2}, & S_{8}=c_{1}-d_{1}, & S_{9}=c_{1}-a_{1}, & S_{10}=a_{2}+b_{2} ; \\
P_{1} & =S_{1} S_{2}, & P_{2}=S_{3} d_{2}, & P_{3}=S_{4} S_{5}, & P_{4}=d_{1} S_{6}, & P_{5}=a_{1} S_{7}, \\
P_{6} & =S_{8} a_{2}, & P_{7}=S_{9} S_{10} ; & S_{11}=P_{1}+P_{2}, & S_{12}=S_{11}+P_{3}, & S_{13}=S_{12}+P_{4}, \\
S_{14} & =P_{5}-P_{2}, & S_{15}=P_{4}+P_{6}, & S_{16}=P_{1}+P_{5}, & S_{17}=S_{16}-P_{6}, & S_{18}=S_{17}+P_{7} .
\end{array}
$$

Then $A B=\left(\begin{array}{cc}S_{13} & S_{14} \\ S_{15} & S_{18}\end{array}\right)$. Strassen's algorithm for computing $A B$ requires just 7 multiplications and 18 additions (or subtractions) ${ }^{4}$.
31.3. Let $V$ be a two-dimensional space with basis $\left\{e_{1}, e_{2}\right\}$. Consider the tensor

$$
T=e_{1} \otimes e_{1} \otimes e_{1}+e_{1} \otimes e_{2} \otimes e_{2}+e_{2} \otimes e_{1} \otimes e_{2} .
$$

31.3.1. Theorem. The rank of $T$ is equal to 3, but there exists a sequence of tensors of rank $\leq 2$ which converges to $T$.

Proof. Let

$$
T_{\lambda}=\lambda^{-1}\left[e_{1} \otimes e_{1} \otimes\left(-e_{2}+\lambda e_{1}\right)+\left(e_{1}+\lambda e_{2}\right) \otimes\left(e_{1}+\lambda e_{2}\right) \otimes e_{2}\right] .
$$

Then $T_{\lambda}-T=\lambda e_{2} \otimes e_{2} \otimes e_{2}$ and, therefore, $\lim _{\lambda \longrightarrow 0}\left|T_{\lambda}-T\right|=0$.
Suppose that

$$
\begin{aligned}
T & =a \otimes b \otimes c+u \otimes v \otimes w=\left(\alpha_{1} e_{1}+\alpha_{2} e_{2}\right) \otimes b \otimes c+\left(\lambda_{1} e_{1}+\lambda_{2} e_{2}\right) \otimes v \otimes w \\
& =e_{1} \otimes\left(\alpha_{1} b \otimes c+\lambda_{1} v \otimes w\right)+e_{2} \otimes\left(\alpha_{2} b \otimes c+\lambda_{2} v \otimes w\right) .
\end{aligned}
$$

Then
$e_{1} \otimes e_{1}+e_{2} \otimes e_{2}=\alpha_{1} b \otimes c+\lambda_{1} v \otimes w$ and $e_{1} \otimes e_{2}=\alpha_{2} b \otimes c+\lambda_{2} v \otimes w$.
Hence, linearly independent tensors $b \otimes c$ and $v \otimes w$ of rank 1 belong to the space $\operatorname{Span}\left(e_{1} \otimes e_{1}+e_{2} \otimes e_{2}, e_{1} \otimes e_{2}\right)$. The latter space can be identified with the space of matrices of the form $\left(\begin{array}{cc}x & y \\ 0 & x\end{array}\right)$. But all such matrices of rank 1 are linearly dependent. Contradiction.

[^3]Corollary. The subset of tensors of rank $\leq 2$ in $T_{0}^{3}(V)$ is not closed, i.e., it cannot be singled out by a system of algebraic equations.
31.3.2. Let us consider the tensor

$$
T_{1}=e_{1} \otimes e_{1} \otimes e_{1}-e_{2} \otimes e_{2} \otimes e_{1}+e_{1} \otimes e_{2} \otimes e_{2}+e_{2} \otimes e_{1} \otimes e_{2}
$$

Let $\operatorname{rank}_{\mathbb{R}} T_{1}$ denote the rank of $T_{1}$ over $\mathbb{R}$ and $\operatorname{rank}_{\mathbb{C}} T_{1}$ be the rank of $T_{1}$ over $\mathbb{C}$.
THEOREM. $\operatorname{rank}_{\mathbb{R}} T_{1} \neq \operatorname{rank}_{\mathbb{C}} T_{1}$.
Proof. It is easy to verify that $T_{1}=\left(a_{1} \otimes a_{1} \otimes a_{2}+a_{2} \otimes a_{2} \otimes a_{1}\right) / 2$, where $a_{1}=$ $e_{1}+i e_{2}$ and $a_{2}=e_{1}-i e_{2}$. Hence, $\operatorname{rank}_{\mathbb{C}} T_{1} \leq 2$. Now, suppose that $\operatorname{rank}_{\mathbb{R}} T_{1} \leq 2$. Then as in the proof of Theorem 31.3.1 we see that linearly independent tensors $b \otimes c$ and $v \otimes w$ of rank 1 belong to $\operatorname{Span}\left(e_{1} \otimes e_{1}+e_{2} \otimes e_{2}, e_{1} \otimes e_{2}-e_{2} \otimes e_{1}\right)$, which can be identified with the space of matrices of the form $\left(\begin{array}{cc}x & y \\ -y & x\end{array}\right)$. But over $\mathbb{R}$ among such matrices there is no matrix of rank 1 .

## Problems

31.1. Let $U \subset V$ and $T \in T_{0}^{p}(U) \subset T_{0}^{p}(V)$. Prove that the rank of $T$ does not depend on whether $T$ is considered as an element of $T_{0}^{p}(U)$ or as an element of $T_{0}^{p}(V)$.
31.2. Let $e_{1}, \ldots, e_{k}$ be linearly independent vectors, $e_{i}^{\otimes p}=e_{i} \otimes \cdots \otimes e_{i} \in T_{0}^{p}(V)$, where $p \geq 2$. Prove that the rank of $e_{1}^{\otimes p}+\cdots+e_{k}^{\otimes p}$ is equal to $k$.

## 32. Linear transformations of tensor products

The tensor product $V_{1} \otimes \cdots \otimes V_{p}$ is a linear space; this space has an additional structure - the rank function on its elements. Therefore, we can, for instance, consider linear transformations that send tensors of rank $k$ to tensors of rank $k$. The most interesting case is that of maps of $\operatorname{Hom}\left(V_{1}, V_{2}\right)=V_{1}^{*} \otimes V_{2}$ into itself. Observe also that if $\operatorname{dim} V_{1}=\operatorname{dim} V_{2}=n$, then to invertible maps from $\operatorname{Hom}\left(V_{1}, V_{2}\right)$ there correspond tensors of rank $n$, i.e., the condition $\operatorname{det} A=0$ can be interpreted in terms of the tensor rank.
32.1. If $A: U \longrightarrow U$ and $B: V \longrightarrow V$ are invertible linear operators, then the linear operator $T=A \otimes B: U \otimes V \longrightarrow U \otimes V$ preserves the rank of elements of $U \otimes V$.

If $\operatorname{dim} U=\operatorname{dim} V$, there is one more type of transformations that preserve the rank of elements. Take an arbitrary isomorphism $\varphi: U \longrightarrow V$ and define a map

$$
S: U \otimes V \longrightarrow U \otimes V, \quad S(u \otimes v)=\varphi^{-1} v \otimes \varphi u
$$

Then any transformation of the form $T S$, where $T=A \otimes B$ is a transformation of the first type, preserves the rank of the elements from $U \otimes V$.

Remark. It is easy to verify that $S$ is an involution.
In terms of matrices the first type transformations are of the form $X \mapsto A X B$ and the second type transformations are of the form $X \mapsto A X^{T} B$. The second type transformations do not reduce to the first type transformations (see Problem 32.1).

Theorem ([Marcus, Moyls, 1959 (b)]). Let a linear map $T: U \otimes V \longrightarrow U \otimes V$ send any element of rank 1 to an element of rank 1. Then either $T=A \otimes B$ or $T=(A \otimes B) S$ and the second case is possible only if $\operatorname{dim} U=\operatorname{dim} V$.

Proof (Following [Grigoryev, 1979]). We will need the following statement.
Lemma. Let elements $\alpha_{1}, \alpha_{2} \in U \otimes V$ be such that $\operatorname{rank}\left(t_{1} \alpha_{1}+t_{2} \alpha_{2}\right) \leq 1$ for any numbers $t_{1}$ and $t_{2}$. Then $\alpha_{i}$ can be represented in the form $\alpha_{i}=u_{i} \otimes v_{i}$, where $u_{1}=u_{2}$ or $v_{1}=v_{2}$.

Proof. Suppose that $\alpha_{i}=u_{i} \otimes v_{i}$ and $\alpha_{1}+\alpha_{2}=u \otimes v$ and also that $\operatorname{Span}\left(u_{1}\right) \neq$ $\operatorname{Span}\left(u_{2}\right)$ and $\operatorname{Span}\left(v_{1}\right) \neq \operatorname{Span}\left(v_{2}\right)$. Then without loss of generality we may assume that $\operatorname{Span}(u) \neq \operatorname{Span}\left(u_{1}\right)$. On the one hand,

$$
(f \otimes g)(u \otimes v)=f(u) g(v),
$$

and on the other hand,

$$
(f \otimes g)(u \otimes v)=(f \otimes g)\left(u_{1} \otimes v_{1}+u_{2} \otimes v_{2}\right)=f\left(u_{1}\right) g\left(v_{1}\right)+f\left(u_{2}\right) g\left(u_{2}\right) .
$$

Therefore, selecting $f \in U^{*}$ and $g \in V^{*}$ so as $f(u)=0, f\left(u_{1}\right) \neq 0$ and $g\left(u_{2}\right)=0$, $g\left(u_{1}\right) \neq 0$ we get a contradiction.

In what follows we will assume that $\operatorname{dim} V \geq \operatorname{dim} U \geq 2$. Besides, for convenience we will denote fixed vectors by $a$ and $b$, while variable vectors from $U$ and $V$ will be denoted by $u$ and $v$, respectively. Applying the above lemma to $T\left(a \otimes b_{1}\right)$ and $T\left(a \otimes b_{2}\right)$, where $\operatorname{Span}\left(b_{1}\right) \neq \operatorname{Span}\left(b_{2}\right)$, we get $T\left(a \otimes b_{i}\right)=a^{\prime} \otimes b_{i}^{\prime}$ or $T\left(a \otimes b_{i}\right)=a_{i}^{\prime} \otimes b^{\prime}$. Since $\operatorname{Ker} T=0$, it follows that $\operatorname{Span}\left(b_{1}^{\prime}\right) \neq \operatorname{Span}\left(b_{2}^{\prime}\right)$ (resp. $\left.\operatorname{Span}\left(a_{1}^{\prime}\right) \neq \operatorname{Span}\left(a_{2}^{\prime}\right)\right)$.

It is easy to verify that in the first case $T(a \otimes v)=a^{\prime} \otimes v^{\prime}$ for any $v \in V$. To prove it it suffices to apply the lemma to $T\left(a \otimes b_{1}\right)$ and $T(a \otimes v)$ and also to $T\left(a \otimes b_{2}\right)$ and $T(a \otimes v)$. Indeed, the case $T(a \otimes v)=c^{\prime} \otimes b_{1}^{\prime}$, where $\operatorname{Span}\left(c^{\prime}\right) \neq$ $\operatorname{Span}\left(a^{\prime}\right)$, is impossible. Similarly, in the second case $T(a \otimes v)=f(v) \otimes b^{\prime}$, where $f: V \longrightarrow U$ is a map (obviously a linear one). In the second case the subspace $a \otimes V$ is monomorphically mapped to $U \otimes b^{\prime}$; hence, $\operatorname{dim} V \leq \operatorname{dim} U$ and, therefore, $\operatorname{dim} U=\operatorname{dim} V$.

Consider the map $T_{1}$ which is equal to $T$ in the first case and to $T S$ in the second case. Then for a fixed $a$ we have $T_{1}(a \otimes v)=a^{\prime} \otimes B v$, where $B: V \longrightarrow V$ is an invertible operator. Let $\operatorname{Span}\left(a_{1}\right) \neq \operatorname{Span}(a)$. Then either $T_{1}\left(a_{1} \otimes v\right)=a_{1}^{\prime} \otimes B v$ or $T_{1}\left(a_{1} \otimes v\right)=a^{\prime} \otimes B_{1} v$, where $\operatorname{Span}\left(B_{1}\right) \neq \operatorname{Span}(B)$. Applying the lemma to $T(a \otimes v)$ and $T(u \otimes v)$ and also to $T\left(a_{1} \otimes v\right)$ and $T(u \otimes v)$ we see that in the first case $T_{1}(u \otimes v)=A u \otimes B v$, and in the second case $T_{1}(u \otimes v)=a^{\prime} \otimes f(u, v)$. In the second case the space $U \otimes V$ is monomorphically mapped into $a^{\prime} \otimes V$ which is impossible.

Corollary. If a linear map $T: U \otimes V \longrightarrow U \otimes V$ sends any rank 1 element into a rank 1 element, then it sends any rank $k$ element into a rank $k$ element.
32.2. Let $M_{n, n}$ be the space of matrices of order $n$ and $T: M_{n, n} \longrightarrow M_{n, n}$ a linear map.
32.2.1. Theorem ([Marcus, Moyls, 1959 (a)]). If $T$ preserves the determinant, then $T$ preserves the rank as well.

Proof. For convenience, denote by $I_{r}$ and $0_{r}$ the unit and the zero matrix of order $r$, respectively, and set $A \oplus B=\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right)$.

First, let us prove that if $T$ preserves the determinant, then $T$ is invertible. Suppose that $T(A)=0$, where $A \neq 0$. Then $0<\operatorname{rank} A<n$. There exist invertible matrices $M$ and $N$ such that $M A N=I_{r} \oplus 0_{n-r}$, where $r=\operatorname{rank} A$ (cf. Theorem 6.3.2). For any matrix $X$ of order $n$ we have

$$
\begin{aligned}
& |M A N+X| \cdot|M N|^{-1}=\left|A+M^{-1} X N^{-1}\right| \\
& \quad=\left|T\left(A+M^{-1} X N^{-1}\right)\right|=\left|T\left(M^{-1} X N^{-1}\right)\right|=|X| \cdot|M N|^{-1}
\end{aligned}
$$

Therefore, $|M A N+X|=|X|$. Setting $X=0_{r} \oplus I_{n-r}$ we get a contradiction.
Let $\operatorname{rank} A=r$ and $\operatorname{rank} T(A)=s$. Then there exist invertible matrices $M_{1}, N_{1}$ and $M_{2}, N_{2}$ such that $M_{1} A N_{1}=I_{r} \oplus 0_{n-r}=Y_{1}$ and $M_{2} T(A) N_{2}=$ $I_{s} \oplus 0_{n-s}=Y_{2}$. Consider a map $f: M_{n, n} \longrightarrow M_{n, n}$ given by the formula $f(X)=M_{2} T\left(M_{1}^{-1} X N_{1}^{-1}\right) N_{2}$. This map is linear and $|f(X)|=k|X|$, where $k=\left|M_{2} M_{1}^{-1} N_{1}^{-1} N_{2}\right|$. Besides, $f\left(Y_{1}\right)=M_{2} T(A) N_{2}=Y_{2}$. Consider a matrix $Y_{3}=0_{r} \oplus I_{n-r}$. Then $\left|\lambda Y_{1}+Y_{3}\right|=\lambda^{r}$ for all $\lambda$. On the other hand,

$$
\left|f\left(\lambda Y_{1}+Y_{3}\right)\right|=\left|\lambda Y_{2}+f\left(Y_{3}\right)\right|=p(\lambda)
$$

where $p$ is a polynomial of degree not greater than $s$. It follows that $r \leq s$. Since $|B|=\left|T T^{-1}(B)\right|=\left|T^{-1}(B)\right|$, the map $T^{-1}$ also preserves the determinant. Hence, $s \leq r$.

Let us say that a linear map $T: M_{n, n} \longrightarrow M_{n, n}$ preserves eigenvalues if the sets of eigenvalues (multiplicities counted) of $X$ and $T(X)$ coincide for any $X$.
32.2.2. Theorem ([Marcus, Moyls, 1959 (a)]). a) If $T$ preserves eigenvalues, then either $T(X)=A X A^{-1}$ or $T(X)=A X^{T} A^{-1}$.
b) If $T$, given over $\mathbb{C}$, preserves eigenvalues of Hermitian matrices, then either $T(X)=A X A^{-1}$ or $T(X)=A X^{T} A^{-1}$.

Proof. a) If $T$ preserves eigenvalues, then $T$ preserves the rank as well and, therefore, either $T(X)=A X B$ or $T(X)=A X^{T} B$ (see 32.1). It remains to prove that $T(I)=I$. The determinant of a matrix is equal to the product of its eigenvalues and, therefore, $T$ preserves the determinant. Hence,

$$
|X-\lambda I|=|T(X)-\lambda T(I)|=|C T(X)-\lambda I|,
$$

where $C=T(I)^{-1}$ and, therefore, the eigenvalues of $X$ and $C T(X)$ coincide; besides, the eigenvalues of $X$ and $T(X)$ coincide by hypothesis. The map $T$ is invertible (see the proof of Theorem 32.2.1) and, therefore, any matrix $Y$ can be represented in the form $T(X)$ which means that the eigenvalues of $Y$ and $C Y$ coincide.

The matrix $C$ can be represented in the form $C=S U$, where $U$ is a unitary matrix and $S$ an Hermitian positive definite matrix. The eigenvalues of $U^{-1}$ and $C U^{-1}=S$ coincide, but the eigenvalues of $U^{-1}$ are of the form $e^{i \varphi}$ whereas the eigenvalues of $S$ are positive. It follows that $S=U=I$ and $C=I$, i.e., $T(I)=I$.
b) It suffices to prove that if $T$ preserves eigenvalues of Hermitian matrices, then $T$ preserves eigenvalues of all matrices. Any matrix $X$ can be represented in the form $X=P+i Q$, where $P$ and $Q$ are Hermitian matrices. For any real $x$ the matrix $A=P+x Q$ is Hermitian. If the eigenvalues of $A$ are equal to $\lambda_{1}, \ldots, \lambda_{n}$, then the
eigenvalues of $A^{m}$ are equal to $\lambda_{1}^{m}, \ldots, \lambda_{n}^{m}$ and, therefore, $\operatorname{tr}\left(A^{m}\right)=\operatorname{tr}\left(T(A)^{m}\right)$. Both sides of this identity are polynomials in $x$ of degree not exceeding $m$. Two polynomials whose values are equal for all real $x$ coincide and, therefore, their values at $x=i$ are also equal. Hence, $\operatorname{tr}\left(X^{m}\right)=\operatorname{tr}\left(T(X)^{m}\right)$ for any $X$. It remains to make use of the result of Problem 13.2.
32.3. Theorem ([Marcus, Purves, 1959]). a) Let $T: M_{n, n} \longrightarrow M_{n, n}$ be a linear map that sends invertible matrices into invertible ones. Then $T$ is an invertible map.
b) If, besides, $T(I)=I$, then $T$ preserves eigenvalues.

Proof. a) If $|T(X)|=0$, then $|X|=0$. For $X=A-\lambda I$ we see that if

$$
|T(A-\lambda I)|=|T(I)| \cdot\left|T(I)^{-1} T(A)-\lambda I\right|=0,
$$

then $|A-\lambda I|=0$. Therefore, the eigenvalues of $T(I)^{-1} T(A)$ are eigenvalues of $A$.
Suppose that $A \neq 0$ and $T(A)=0$. For a matrix $A$ we can find a matrix $X$ such that the matrices $X$ and $X+A$ have no common eigenvalues (see Problem 15.1); hence, the matrices $T(I)^{-1} T(A+X)$ and $T(I)^{-1} T(X)$ have no common eigenvalues. On the other hand, these matrices coincide since $T(A+X)=T(X)$. Contradiction.
b) If $T(I)=I$, then the proof of a) implies that the eigenvalues of $T(A)$ are eigenvalues of $A$. Hence, if the eigenvalues of $B=T(A)$ are simple (nonmultiple), then the eigenvalues of $B$ coincide with the eigenvalues of $A=T^{-1}(B)$. For a matrix $B$ with multiple eigenvalues we consider a sequence of matrices $B_{i}$ with simple eigenvalues that converges to it (see Theorem 43.5.2) and observe that the eigenvalues of the matrices $B_{i}$ tend to eigenvalues of $B$ (see Problem 11.6).

## Problems

32.1. Let $X$ be a matrix of size $m \times n$, where $m n>1$. Prove that the map $X \mapsto X^{T}$ cannot be represented in the form $X \mapsto A X B$ and the map $X \mapsto X$ cannot be represented in the form $X \mapsto A X^{T} B$.
32.2. Let $f: M_{n, n} \longrightarrow M_{n, n}$ be an invertible map and $f(X Y)=f(X) f(Y)$ for any matrices $X$ and $Y$. Prove that $f(X)=A X A^{-1}$, where $A$ is a fixed matrix.

## Solutions

27.1. Complement vectors $v$ and $w$ to bases of $V$ and $W$, respectively. If $v^{\prime} \otimes w^{\prime}=$ $v \otimes w$, then the decompositions of $v^{\prime}$ and $w^{\prime}$ with respect to these bases are of the form $\lambda v$ and $\mu w$, respectively. It is also clear that $\lambda v \otimes \mu w=\lambda \mu(v \otimes w)$, i.e., $\mu=1 / \lambda$.
27.2. a) The statement obviously follows from the definition.
b) Take bases of the spaces $\operatorname{Im} A_{1}$ and $\operatorname{Im} A_{2}$ and complement them to bases $\left\{e_{i}\right\}$ and $\left\{\varepsilon_{j}\right\}$ of the spaces $W_{1}$ and $W_{2}$, respectively. The space $\operatorname{Im} A_{1} \otimes W_{2}$ is spanned by the vectors $e_{i} \otimes \varepsilon_{j}$, where $e_{i} \in \operatorname{Im} A_{1}$, and the space $W_{1} \otimes \operatorname{Im} A_{2}$ is spanned by the vectors $e_{i} \otimes \varepsilon_{j}$, where $\varepsilon_{j} \in \operatorname{Im} A_{2}$. Therefore, the space $\left(\operatorname{Im} A_{1} \otimes W_{2}\right) \cap\left(W_{1} \otimes \operatorname{Im} A_{2}\right)$ is spanned by the vectors $e_{i} \otimes \varepsilon_{j}$, where $e_{i} \in \operatorname{Im} A_{1}$ and $\varepsilon_{j} \in \operatorname{Im} A_{2}$, i.e., this space coincides with $\operatorname{Im} A_{1} \otimes \operatorname{Im} A_{2}$.
c) Take bases in $\operatorname{Ker} A_{1}$ and $\operatorname{Ker} A_{2}$ and complement them to bases $\left\{e_{i}\right\}$ and $\left\{\varepsilon_{j}\right\}$ in $V_{1}$ and $V_{2}$, respectively. The map $A_{1} \otimes A_{2}$ sends $e_{i} \otimes \varepsilon_{j}$ to 0 if either $e_{i} \in \operatorname{Ker} A_{1}$ or $\varepsilon_{j} \in \operatorname{Ker} A_{2}$; the set of other elements of the form $e_{i} \otimes \varepsilon_{j}$ is mapped into a basis of the space $\operatorname{Im} A_{1} \otimes \operatorname{Im} A_{2}$, i.e., into linearly independent elements.
27.3. Select a basis $\left\{v_{i}\right\}$ in $V_{1} \cap V_{2}$ and complement it to bases $\left\{v_{j}^{1}\right\}$ and $\left\{v_{k}^{2}\right\}$ of $V_{1}$ and $V_{2}$, respectively. The set $\left\{v_{i}, v_{j}^{1}, v_{k}^{2}\right\}$ is a basis of $V_{1}+V_{2}$. Similarly, construct a basis $\left\{w_{\alpha}, w_{\beta}^{1}, w_{\gamma}^{2}\right\}$ of $W_{1}+W_{2}$. Then $\left\{v_{i} \otimes w_{\alpha}, v_{i} \otimes w_{\beta}^{1}, v_{j}^{1} \otimes w_{\alpha}, v_{j}^{1} \otimes w_{\beta}^{1}\right\}$ and $\left\{v_{i} \otimes w_{\alpha}, v_{i} \otimes w_{\gamma}^{2}, v_{k}^{2} \otimes w_{\alpha}, v_{k}^{2} \otimes w_{\gamma}^{2}\right\}$ are bases of $V_{1} \otimes W_{1}$ and $V_{2} \otimes W_{2}$, respectively, and the elements of these bases are also elements of a basis for $\left(V_{1}+V_{2}\right) \otimes\left(W_{1}+W_{2}\right)$, i.e., they are linearly independent. Hence, $\left\{v_{i} \otimes w_{\alpha}\right\}$ is a basis of $\left(V_{1} \otimes W_{1}\right) \cap\left(V_{2} \otimes W_{2}\right)$.
27.4. Clearly, $A x=x-2(a, x) a$, i.e., $A a=-a$ and $A x=x$ for $x \in a^{\perp}$.
27.5. Fix $a \neq 0$; then $A(a, x)$ is a linear function; hence, $A(a, x)=(b, x)$, where $b=B(a)$ for some linear map $B$. If $x \perp a$, then $A(a, x)=0$, i.e., $(b, x)=0$. Hence, $a^{\perp} \subset b^{\perp}$ and, therefore, $B(a)=b=\lambda(a) a$. Since $A(u+v, x)=A(u, x)+A(v, x)$, it follows that

$$
\lambda(u+v)(u+v)=\lambda(u) u+\lambda(v) v
$$

If the vectors $u$ and $v$ are linearly independent, then $\lambda(u)=\lambda(v)=\lambda$ and any other vector $w$ is linearly independent of one of the vectors $u$ or $v$; hence, $\lambda(w)=\lambda$. For a one-dimensional space the statement is obvious.
28.1. Let us successively change places of the first two arguments and the second two arguments:

$$
\begin{aligned}
f(x, y, z)=f(y, x, z)=-f(y, z, x)=- & f(z, y, x) \\
& =f(z, x, y)=f(x, z, y)=-f(x, y, z) ;
\end{aligned}
$$

hence, $2 f(x, y, z)=0$.
28.2. Let us extend $f$ to a bilinear map $\mathbb{C}^{m} \times \mathbb{C}^{m} \longrightarrow \mathbb{C}^{n}$. Consider the equation $f(z, z)=0$, i.e., the system of quadratic equations

$$
f_{1}(z, z)=0, \ldots, \quad f_{n}(z, z)=0
$$

Suppose $n<m$. Then this system has a nonzero solution $z=x+i y$. The second condition implies that $y \neq 0$. It is also clear that

$$
0=f(z, z)=f(x+i y, x+i y)=f(x, x)-f(y, y)+2 i f(x, y)
$$

Hence, $f(x, x)=f(y, y) \neq 0$ and $f(x, y)=0$. This contradicts the first condition.
28.3. The elements $\alpha_{i}=e_{2 i-1} \wedge e_{2 i}$ belong to $\Lambda^{2}(V)$; hence, $\alpha_{i} \wedge \alpha_{j}=\alpha_{j} \wedge \alpha_{i}$ and $\alpha_{i} \wedge \alpha_{i}=0$. Thus,

$$
\Lambda^{n} \omega=\sum_{i_{1}, \ldots, i_{n}} \alpha_{i_{1}} \wedge \cdots \wedge \alpha_{i_{n}}=n!\alpha_{1} \wedge \cdots \wedge \alpha_{n}=n!e_{1} \wedge \cdots \wedge e_{2 n}
$$

28.4. Let the diagonal of the Jordan normal form of $A$ be occupied by numbers $\lambda_{1}, \ldots, \lambda_{n}$. Then $\operatorname{det}(A+I)=\left(1+\lambda_{1}\right) \ldots\left(1+\lambda_{n}\right)$ and $\operatorname{tr}\left(\Lambda^{q} A\right)=\sum_{i_{1}<\cdots<i_{q}} \lambda_{i_{1}} \ldots \lambda_{i_{q}} ;$ see the proof of Theorem 28.5.3.
28.5. If $A=\left\|a_{i j}\right\|_{1}^{n}$, then the matrix of the system of equations under consideration is equal to $S^{2}(A)$. Besides, $\operatorname{det} S^{2}(A)=(\operatorname{det} A)^{r}$, where $r=\frac{2}{n}\left({ }_{2}^{n+2-1}\right)=n+1$ (see Theorem 28.5.3).
28.6. It is easy to verify that $\sigma_{k}=\operatorname{tr}\left(\Lambda^{k} A\right)$. If in a Jordan basis the diagonal of $A$ is of the form $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, then $s_{k}=\lambda_{1}^{k}+\cdots+\lambda_{n}^{k}$ and $\sigma_{k}=\sum \lambda_{i_{1}} \ldots \lambda_{i_{k}}$. The required identity for the functions $s_{k}$ and $\sigma_{k}$ was proved in 4.1.
28.7. Let $e_{j}$ and $\varepsilon_{j}$, where $1 \leq j \leq m$, be dual bases. Let $v_{i}=\sum a_{i j} e_{j}$ and $f_{i}=\sum b_{j i} \varepsilon_{j}$. The quantity $n!\left\langle v_{1} \wedge \cdots \wedge v_{n}, f_{1} \wedge \cdots \wedge f_{n}\right\rangle$ can be computed in two ways. On the one hand, it is equal to

$$
\left|\begin{array}{ccc}
f_{1}\left(v_{1}\right) & \ldots & f_{1}\left(v_{n}\right) \\
\vdots & \ddots & \vdots \\
f_{n}\left(v_{1}\right) & \ldots & f_{n}\left(v_{n}\right)
\end{array}\right|=\left|\begin{array}{ccc}
\sum a_{1 j} b_{j 1} & \ldots & \sum a_{n j} b_{j 1} \\
\vdots & \ddots & \vdots \\
\sum a_{1 j} b_{j n} & \ldots & \sum a_{n j} b_{j n}
\end{array}\right|=\operatorname{det} A B .
$$

On the other hand, it is equal to

$$
\begin{aligned}
n!\left\langle\sum_{k_{1}, \ldots, k_{n}}\right. & \left.a_{1 k_{1}} \ldots a_{n k_{n}} e_{k_{1}} \wedge \cdots \wedge e_{k_{n}}, \sum_{l_{1}, \ldots, l_{n}} b_{l_{1} 1} \ldots b_{l_{n} n} \varepsilon_{l_{1}} \wedge \cdots \wedge \varepsilon_{l_{n}}\right\rangle \\
& =\sum_{k_{1} \leq \cdots \leq k_{n}} A_{k_{1} \ldots k_{n}} B^{l_{1} \ldots l_{n}} n!\left\langle e_{k_{1}} \wedge \cdots \wedge e_{k_{n}}, \varepsilon_{l_{1}} \wedge \cdots \wedge \varepsilon_{l_{n}}\right\rangle \\
& =\sum_{k_{1}<\cdots<k_{n}} A_{k_{1} \ldots k_{n}} B^{k_{1} \ldots k_{n}} .
\end{aligned}
$$

29.1. Since $\operatorname{Pf}(A)=\sum(-1)^{\sigma} a_{i_{1} i_{2}} \ldots a_{i_{2 n-1} i_{2 n}}$, where the sum runs over all partitions of $\{1, \ldots, 2 n\}$ into pairs $\left\{i_{2 k-1}, i_{2 k}\right\}$ with $i_{2 k-1}<i_{2 k}$, then

$$
a_{i_{1} i_{2}} C_{i_{1} i_{2}}=a_{i_{1} i_{2}} \sum(-1)^{\sigma} a_{i_{3} i_{4}} \ldots a_{i_{2 n-1} i_{2 n}}
$$

It remains to observe that the signs of the permutations

$$
\sigma=\left(\begin{array}{cccc}
1 & 2 & \ldots & 2 n \\
i_{1} & i_{2} & \ldots & i_{2 n}
\end{array}\right)
$$

and

$$
\tau=\left(\begin{array}{cccccccccc}
i_{1} & i_{2} & 1 & 2 & \ldots & \bar{i}_{1} & \ldots & \bar{i}_{2} & \ldots & 2 n \\
i_{1} & i_{2} & i_{3} & i_{4} & \ldots & \ldots & \ldots & \ldots & \ldots & i_{2 n}
\end{array}\right)
$$

differ by the factor of $(-1)^{i_{1}+i_{2}+1}$.
29.2. Let $J=\operatorname{diag}\left(\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right), \ldots,\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)\right)$. It is easy to verify that $G=$ $X J X^{T}$. Hence, $\operatorname{Pf}(G)=\operatorname{det} X$.
30.1. Clearly, if $\omega=\omega_{1} \wedge e_{1} \wedge \cdots \wedge e_{r}$, then $\omega \wedge e_{i}=0$. Now, suppose that $\omega \wedge e_{i}=0$ for $i=1, \ldots, r$ and $e_{1} \wedge \cdots \wedge e_{r} \neq 0$. Let us complement vectors $e_{1}, \ldots, e_{r}$ to a basis $e_{1}, \ldots, e_{n}$ of $V$. Then

$$
\omega=\sum a_{i_{1}} \ldots a_{i_{k}} e_{i_{1}} \wedge \cdots \wedge e_{i_{k}}
$$

where

$$
\sum a_{i_{1} \ldots i_{k}} e_{i_{1}} \wedge \cdots \wedge e_{i_{k}} \wedge e_{i}=\omega \wedge e_{i}=0 \text { for } i=1, \ldots, r
$$

If the nonzero tensors $e_{i_{1}} \wedge \cdots \wedge e_{i_{k}} \wedge e_{i}$ are linearly dependent, then the tensors $e_{i_{1}} \wedge \cdots \wedge e_{i_{k}}$ are also linearly dependent. Hence, $a_{i_{1} \ldots i_{k}}=0$ for $i \notin\left\{i_{1}, \ldots, i_{k}\right\}$. It follows that $a_{i_{1} \ldots i_{k}} \neq 0$ only if $\{1, \ldots, r\} \subset\left\{i_{1}, \ldots, i_{k}\right\}$ and, therefore,

$$
\omega=\left(\sum b_{i_{1} \ldots i_{k-r}} e_{i_{1}} \wedge \cdots \wedge e_{i_{k-r}}\right) \wedge e_{1} \wedge \cdots \wedge e_{r}
$$

30.2. Consider the linear map $f: V \longrightarrow \Lambda^{n} V$ given by the formula $f(v)=$ $v \wedge \omega$. Since $\operatorname{dim} \Lambda^{n} V=1$, it follows that $\operatorname{dim} \operatorname{Ker} f \geq n-1$. Hence, there exist linearly independent vectors $e_{1}, \ldots, e_{n-1}$ belonging to $\operatorname{Ker} f$, i.e., $e_{i} \wedge \omega=0$ for $i=1, \ldots, n-1$. By Problem $30.1 \omega=\lambda e_{1} \wedge \cdots \wedge e_{n-1}$.
30.3. Let $W_{1}=\operatorname{Span}\left(e_{1}, \ldots, e_{2 n}\right)$. Let us prove that $W=W_{1}$. The space $W$ is the minimal space for which $\Lambda \subset \Lambda^{2} W$ (see Theorem 30.2.1). Clearly, $\Lambda \subset \Lambda^{2} W_{1}$; hence, $W \subset W_{1}$ and $\operatorname{dim} W \leq \operatorname{dim} W_{1}=2 n$. On the other hand, $\Lambda^{n} \omega \in \Lambda^{2 n} W$ and $\Lambda^{n} \omega=n!e_{1} \wedge \cdots \wedge e_{2 n}$ (see Problem 28.3). Hence, $\Lambda^{2 n} W \neq 0$, i.e., $\operatorname{dim} W \geq 2 n$.
30.4. Under the change of bases of $X$ and $Y$ the tensors $z_{1}$ and $z_{2}$ are replaced by proportional tensors and, therefore we may assume that

$$
z_{1}+z_{2}=\left(v_{1} \wedge \cdots \wedge v_{k}\right) \wedge\left(x_{1} \wedge \cdots \wedge x_{r-k}+y_{1} \wedge \cdots \wedge y_{r-k}\right),
$$

where $v_{1}, \ldots, v_{k}$ is a basis of $X \cap Y$, and the vectors $x_{1}, \ldots, x_{r-k}$ and $y_{1}, \ldots, y_{r-k}$ complement it to bases of $X$ and $Y$. Suppose that $z_{1}+z_{2}=u_{1} \wedge \cdots \wedge u_{2}$. Let $u=v+x+y$, where $v \in \operatorname{Span}\left(v_{1}, \ldots, v_{k}\right), x \in \operatorname{Span}\left(x_{1}, \ldots, x_{r-k}\right)$ and $y \in$ $\operatorname{Span}\left(y_{1}, \ldots, y_{r-k}\right)$. Then

$$
\left(z_{1}+z_{2}\right) \wedge u=\left(v_{1} \wedge \cdots \wedge v_{k}\right) \wedge\left(x_{1} \wedge \cdots \wedge x_{r-k} \wedge y+y_{1} \wedge \cdots \wedge y_{r-k} \wedge x\right)
$$

If $r-k>1$, then the nonzero tensors $x_{1} \wedge \cdots \wedge x_{r-k} \wedge y$ and $y_{1} \wedge \cdots \wedge y_{r-k} \wedge x$ are linearly independent. This means that in this case the equality $\left(z_{1}+z_{2}\right) \wedge u=0$ implies that $u \in \operatorname{Span}\left(v_{1}, \ldots, v_{k}\right)$, i.e., $\operatorname{Span}\left(u_{1}, \ldots, u_{r}\right) \subset \operatorname{Span}\left(v_{1}, \ldots, v_{k}\right)$ and $r \leq k$. We get a contradiction; hence, $r-k=1$.
30.5. Any two subspaces $\left[\omega_{1}\right]$ and $\left[\omega_{2}\right]$ have a common $(k-1)$-dimensional subspace (see Problem 30.4). It remains to make use of Theorem 9.6.1.
31.1. Let us complement the basis $e_{1}, \ldots, e_{k}$ of $U$ to a basis $e_{1}, \ldots, e_{n}$ of $V$. Let $T=\sum \alpha_{i} v_{1}^{i} \otimes \cdots \otimes v_{p}^{i}$. Each element $v_{j}^{i} \in V$ can be represented in the form $v_{j}^{i}=u_{j}^{i}+w_{j}^{i}$, where $u_{j}^{i} \in U$ and $w_{j}^{i} \in \operatorname{Span}\left(e_{k+1}, \ldots, e_{n}\right)$. Hence, $T=$ $\sum \alpha_{i} u_{1}^{i} \otimes \cdots \otimes u_{p}^{i}+\ldots$. Expanding the elements denoted by dots with respect to the basis $e_{1}, \ldots, e_{n}$, we can easily verify that no nonzero linear combination of them can belong to $T_{0}^{p}(U)$. Since $T \in T_{0}^{p}(U)$, it follows that $T=\sum \alpha_{i} u_{1}^{i} \otimes \cdots \otimes u_{p}^{i}$, i.e., the rank of $T$ in $T_{0}^{p}(U)$ is not greater than its rank in $T_{0}^{p}(V)$. The converse inequality is obvious.
31.2. Let

$$
e_{1}^{\otimes p}+\cdots+e_{k}^{\otimes p}=u_{1}^{1} \otimes \cdots \otimes u_{p}^{1}+\cdots+u_{1}^{r} \otimes \cdots \otimes u_{p}^{r}
$$

By Problem 31.1 we may assume that $u_{j}^{i} \in \operatorname{Span}\left(e_{1}, \ldots, e_{k}\right)$. Then $u_{1}^{i}=\sum_{j} \alpha_{i j} e_{j}$, i.e.,

$$
\sum_{i} u_{1}^{i} \otimes \cdots \otimes u_{p}^{i}=\sum_{j} e_{j} \otimes\left(\sum_{i} \alpha_{i j} u_{2}^{i}\right) \otimes \cdots \otimes u_{p}^{i}
$$

Hence

$$
\sum_{i} \alpha_{i j} u_{2}^{i} \otimes \cdots \otimes u_{p}^{i}=e_{j}^{\otimes p-1}
$$

and, therefore, $k$ linearly independent vectors $e_{1}^{\otimes p-1}, \ldots, e_{k}^{\otimes p-1}$ belong to the space

$$
\operatorname{Span}\left(u_{2}^{1} \otimes \cdots \otimes u_{p}^{1}, \ldots, \quad u_{2}^{r} \otimes \cdots \otimes u_{p}^{r}\right)
$$

whose dimension does not exceed $r$. Hence, $r \geq k$.
32.1. Suppose that $A X B=X^{T}$ for all matrices $X$ of size $m \times n$. Then the matrices $A$ and $B$ are of size $n \times m$ and $\sum_{k, s} a_{i k} x_{k s} b_{s j}=x_{j i}$. Hence, $a_{i j} b_{i j}=1$ and $a_{i k} b_{s j}=0$ if $k \neq j$ or $s \neq i$. The first set of equalities implies that all elements of $A$ and $B$ are nonzero, but then the second set of equalities cannot hold.

The equality $A X^{T} B=X$ cannot hold for all matrices $X$ either, because it implies $B^{T} X A^{T}=X^{T}$.
32.2. Let $B, X \in M_{n, n}$. The equation $B X=\lambda X$ has a nonzero solution $X$ if and only if $\lambda$ is an eigenvalue of $B$. If $\lambda$ is an eigenvalue of $B$, then $B X=\lambda X$ for a nonzero matrix $X$. Hence, $f(B) f(X)=\lambda f(X)$ and, therefore, $\lambda$ is an eigenvalue of $f(B)$. Let $B=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{n}\right)$, where $\beta_{i}$ are distinct nonzero numbers. Then the matrix $f(B)$ is similar to $B$, i.e., $f(B)=A_{1} B A_{1}^{-1}$.

Let $g(X)=A_{1}^{-1} f(X) A_{1}$. Then $g(B)=B$. If $X=\left\|x_{i j}\right\|_{1}^{n}$, then $B X=\left\|\beta_{i} x_{i j}\right\|_{1}^{n}$ and $X B=\left\|x_{i j} \beta_{j}\right\|_{1}^{n}$. Hence, $B X=\beta_{i} X$ only if all rows of $X$ except the $i$ th one are zero and $X B=\beta_{j} X$ only if all columns of $X$ except the $j$ th are zero. Let $E_{i j}$ be the matrix unit, i.e., $E_{i j}=\left\|a_{p q}\right\|_{1}^{n}$, where $a_{p q}=\delta_{p i} \delta_{q j}$. Then $\operatorname{Bg}\left(E_{i j}\right)=$ $\beta_{i} g\left(E_{i j}\right)$ and $g\left(E_{i j}\right) B=\beta_{j} g\left(E_{i j}\right)$ and, therefore, $g\left(E_{i j}\right)=\alpha_{i j} E_{i j}$. As is easy to see, $E_{i j}=E_{i 1} E_{1 j}$. Hence, $\alpha_{i j}=\alpha_{i 1} \alpha_{1 j}$. Besides, $E_{i i}^{2}=E_{i i}$; hence, $\alpha_{i i}^{2}=\alpha_{i i}$ and, therefore, $\alpha_{i 1} \alpha_{1 i}=\alpha_{i i}=1$, i.e., $\alpha_{1 i}=\alpha_{i 1}^{-1}$. It follows that $\alpha_{i j}=\alpha_{i 1} \cdot \alpha_{j 1}^{-1}$. Hence, $g(X)=A_{2} X A_{2}^{-1}$, where $A_{2}=\operatorname{diag}\left(\alpha_{11}, \ldots, \alpha_{n 1}\right)$, and, therefore, $f(X)=A X A^{-1}$, where $A=A_{1} A_{2}$.

## MATRIX INEQUALITIES

## 33. Inequalities for symmetric and Hermitian matrices

33.1. Let $A$ and $B$ be Hermitian matrices. We will write that $A>B$ (resp. $A \geq B$ ) if $A-B$ is a positive (resp. nonnegative) definite matrix. The inequality $A>0$ means that $A$ is positive definite.
33.1.1. Theorem. If $A>B>0$, then $A^{-1}<B^{-1}$.

Proof. By Theorem 20.1 there exists a matrix $P$ such that $A=P^{*} P$ and $B=$ $P^{*} D P$, where $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$. The inequality $x^{*} A x>x^{*} B x$ is equivalent to the inequality $y^{*} y>y^{*} D y$, where $y=P x$. Hence, $A>B$ if and only if $d_{i}>1$. Therefore, $A^{-1}=Q^{*} Q$ and $B^{-1}=Q^{*} D_{1} Q$, where $D_{1}=\operatorname{diag}\left(d_{1}^{-1}, \ldots, d_{n}^{-1}\right)$ and $d_{i}^{-1}<1$ for all $i$; thus, $A^{-1}<B^{-1}$.
33.1.2. Theorem. If $A>0$, then $A+A^{-1} \geq 2 I$.

Proof. Let us express $A$ in the form $A=U^{*} D U$, where $U$ is a unitary matrix and $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$, where $d_{i}>0$. Then

$$
x^{*}\left(A+A^{-1}\right) x=x^{*} U^{*}\left(D+D^{-1}\right) U x \geq 2 x^{*} U^{*} U x=2 x^{*} x
$$

since $d_{i}+d_{i}^{-1} \geq 2$.
33.1.3. Theorem. If $A$ is a real matrix and $A>0$ then

$$
\left(A^{-1} x, x\right)=\max _{y}(2(x, y)-(A y, y))
$$

Proof. There exists for a matrix $A$ an orthonormal basis such that $(A x, x)=$ $\sum \alpha_{i} x_{i}^{2}$. Since

$$
2 x_{i} y_{i}-\alpha_{i} y_{i}^{2}=-\alpha_{i}\left(y_{i}-\alpha_{i}^{-1} x_{i}\right)^{2}+\alpha_{i}^{-1} x_{i}^{2}
$$

it follows that

$$
\max _{y}(2(x, y)-(A y, y))=\sum \alpha_{i}^{-1} x_{i}^{2}=\left(A^{-1} x, x\right)
$$

and the maximum is attained at $y=\left(y_{1}, \ldots, y_{n}\right)$, where $y_{i}=\alpha_{i}^{-1} x_{i}$.
33.2.1. Theorem. Let $A=\left(\begin{array}{cc}A_{1} & B \\ B^{*} & A_{2}\end{array}\right)>0$. Then $\operatorname{det} A \leq \operatorname{det} A_{1} \operatorname{det} A_{2}$.

Proof. The matrices $A_{1}$ and $A_{2}$ are positive definite. It is easy to verify (see 3.1) that

$$
\operatorname{det} A=\operatorname{det} A_{1} \operatorname{det}\left(A_{2}-B^{*} A_{1}^{-1} B\right)
$$

The matrix $B^{*} A_{1}^{-1} B$ is positive definite; hence, $\operatorname{det}\left(A_{2}-B^{*} A_{1}^{-1} B\right) \leq \operatorname{det} A_{2}$ (see Problem 33.1). Thus, $\operatorname{det} A \leq \operatorname{det} A_{1} \operatorname{det} A_{2}$ and the equality is only attained if $B^{*} A_{1}^{-1} B=0$, i.e., $B=0$.
33.2.1.1. Corollary (Hadamard's inequality). If a matrix $A=\left\|a_{i j}\right\|_{1}^{n}$ is positive definite, then $\operatorname{det} A \leq a_{11} a_{22} \ldots a_{n n}$ and the equality is only attained if $A$ is a diagonal matrix.
33.2.1.2. Corollary. If $X$ is an arbitrary matrix, then

$$
|\operatorname{det} X|^{2} \leq \sum_{i}\left|x_{1 i}\right|^{2} \cdots \sum_{i}\left|x_{n i}\right|^{2} .
$$

To prove Corollary 33.2.1.2 it suffices to apply Corollary 33.2.1.1 to the matrix $A=X X^{*}$.
33.2.2. Theorem. Let $A=\left(\begin{array}{cc}A_{1} & B \\ B^{*} & A_{2}\end{array}\right)$ be a positive definite matrix, where $B$ is a square matrix. Then

$$
|\operatorname{det} B|^{2} \leq \operatorname{det} A_{1} \operatorname{det} A_{2}
$$

Proof ([Everitt, 1958]). . Since

$$
T^{*} A T=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}-B^{*} A_{1}^{-1} B
\end{array}\right)>0 \text { for } T=\left(\begin{array}{cc}
I & -A_{1}^{-1} B \\
0 & I
\end{array}\right),
$$

we directly deduce that $A_{2}-B^{*} A_{1}^{-1} B>0$. Hence,

$$
\operatorname{det}\left(B^{*} A_{1}^{-1} B\right) \leq \operatorname{det}\left(B^{*} A_{1}^{-1} B\right)+\operatorname{det}\left(A_{2}-B^{*} A_{1}^{-1} B\right) \leq \operatorname{det} A_{2}
$$

(see Problem 33.1), i.e.,

$$
|\operatorname{det} B|^{2}=\operatorname{det}\left(B B^{*}\right) \leq \operatorname{det} A_{1} \operatorname{det} A_{2}
$$

33.2.3 Theorem (Szasz's inequality). Let $A$ be a positive definite nondiagonal matrix of order $n$; let $P_{k}$ be the product of all principal $k$-minors of $A$. Then

$$
P_{1}>P_{2}^{a_{2}}>\cdots>P_{n-1}^{a_{n-1}}>P_{n}, \text { where } a_{k}=\binom{n-1}{k-1}^{-1}
$$

Proof ([Mirsky, 1957]). The required inequality can be rewritten in the form $P_{k}^{n-k}>P_{k+1}^{k}(1 \leq k \leq n-1)$. For $n=2$ the proof is obvious. For a diagonal matrix we have $P_{k}^{n-k}=P_{k+1}^{k}$. Suppose that $P_{k}^{n-k}>P_{k+1}^{k}(1 \leq k \leq n-1)$ for some $n \geq 2$. Consider a matrix $A$ of order $n+1$. Let $A_{r}$ be the matrix obtained from $A$ by deleting the $r$ th row and the $r$ th column; let $P_{k, r}$ be the product of all principal $k$-minors of $A_{r}$. By the inductive hypothesis

$$
\begin{equation*}
P_{k, r}^{n-k} \geq P_{k+1, r}^{k} \text { for } 1 \leq k \leq n-1 \text { and } 1 \leq r \leq n+1 \tag{1}
\end{equation*}
$$

where at least one of the matrices $A_{r}$ is not a diagonal one and, therefore, at least one of the inequalities (1) is strict. Hence,

$$
\prod_{r=1}^{n+1} P_{k, r}^{n-k}>\prod_{r=1}^{n+1} P_{k+1, r}^{k} \text { for } 1 \leq k \leq n-1,
$$

i.e., $P_{k}^{(n-k)(n+1-k)}>P_{k+1}^{(n-k) k}$. Extracting the $(n-k)$ th root for $n \neq k$ we get the required conclusion.

For $n=k$ consider the matrix adj $A=B=\left\|b_{i j}\right\|_{1}^{n+1}$. Since $A>0$, it follows that $B>0$ (see Problem 19.4). By Hadamard's inequality

$$
b_{11} \ldots b_{n+1, n+1}>\operatorname{det} B=(\operatorname{det} A)^{n}
$$

i.e., $P_{n}>P_{n+1}^{n}$.

Remark. The inequality $P_{1}>P_{n}$ coincides with Hadamard's inequality.
33.3.1. Theorem. Let $\alpha_{i}>0, \sum \alpha_{i}=1$ and $A_{i}>0$. Then

$$
\left|\alpha_{1} A_{1}+\cdots+\alpha_{k} A_{k}\right| \geq\left|A_{1}\right|^{\alpha_{1}} \ldots\left|A_{k}\right|^{\alpha_{k}} .
$$

Proof ([Mirsky, 1955]). First, consider the case $k=2$. Let $A, B>0$. Then $A=P^{*} \Lambda P$ and $B=P^{*} P$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Hence,

$$
|\alpha A+(1-\alpha) B|=\left|P^{*} P\right| \cdot|\alpha \Lambda+(1-\alpha) I|=|B| \prod_{i=1}^{n}\left(\alpha \lambda_{i}+1-\alpha\right)
$$

If $f(t)=\lambda^{t}$, where $\lambda>0$, then $f^{\prime \prime}(t)=(\ln \lambda)^{2} \lambda^{t} \geq 0$ and, therefore,

$$
f(\alpha x+(1-\alpha) y) \leq \alpha f(x)+(1-\alpha) f(y) \text { for } 0<\alpha<1
$$

For $x=1$ and $y=0$ we get $\lambda^{\alpha} \leq \alpha \lambda+1-\alpha$. Hence,

$$
\prod\left(\alpha \lambda_{i}+1-\alpha\right) \geq \prod \lambda_{i}^{\alpha}=|\Lambda|^{\alpha}=|A|^{\alpha}|B|^{-\alpha}
$$

The rest of the proof will be carried out by induction on $k$; we will assume that $k \geq 3$. Since

$$
\alpha_{1} A_{1}+\cdots+\alpha_{k} A_{k}=\left(1-\alpha_{k}\right) B+\alpha_{k} A_{k}
$$

and the matrix $B=\frac{\alpha_{1}}{1-\alpha_{k}} A_{1}+\cdots+\frac{\alpha_{k-1}}{1-\alpha_{k}} A_{k-1}$ is positive definite, it follows that

$$
\left|\alpha_{1} A_{1}+\cdots+\alpha_{k} A_{k}\right| \geq\left|\frac{\alpha_{1}}{1-\alpha_{k}} A_{1}+\cdots+\frac{\alpha_{k-1}}{1-\alpha_{k}} A_{k-1}\right|^{1-\alpha_{k}}\left|A_{k}\right|^{\alpha_{k}}
$$

Since $\frac{\alpha_{1}}{1-\alpha_{k}}+\cdots+\frac{\alpha_{k-1}}{1-\alpha_{k}}=1$, it follows that

$$
\left|\frac{\alpha_{1}}{1-\alpha_{k}} A_{1}+\cdots+\frac{\alpha_{k-1}}{1-\alpha_{k}} A_{k-1}\right| \geq\left|A_{1}\right|^{\frac{\alpha_{1}}{1-\alpha_{k}}} \ldots\left|A_{k-1}\right|^{\frac{\alpha_{k-1}}{1-\alpha_{k}}}
$$

Remark. It is possible to verify that the equality takes place if and only if $A_{1}=\cdots=A_{k}$.
33.3.2. Theorem. Let $\lambda_{i}$ be arbitrary complex numbers and $A_{i} \geq 0$. Then

$$
\left|\operatorname{det}\left(\lambda_{1} A_{1}+\cdots+\lambda_{k} A_{k}\right)\right| \leq \operatorname{det}\left(\left|\lambda_{1}\right| A_{1}+\cdots+\left|\lambda_{k}\right| A_{k}\right)
$$

Proof ([Frank, 1965]). Let $k=2$; we can assume that $\lambda_{1}=1$ and $\lambda_{2}=\lambda$. There exists a unitary matrix $U$ such that the matrix $U A_{1} U^{-1}=D$ is a diagonal one. Then $M=U A_{2} U^{-1} \geq 0$ and

$$
\operatorname{det}\left(A_{1}+\lambda A_{2}\right)=\operatorname{det}(D+\lambda M)=\sum_{p=0}^{n} \lambda^{p} \sum_{i_{1}<\cdots<i_{p}} M\left(\begin{array}{lll}
i_{1} & \ldots & i_{p} \\
i_{1} & \ldots & i_{p}
\end{array}\right) d_{j_{1}} \ldots d_{j_{n-p}},
$$

where the set $\left(j_{1}, \ldots, j_{n-p}\right)$ complements $\left(i_{1}, \ldots, i_{p}\right)$ to $(1, \ldots, n)$. Since $M$ and $D$ are nonnegative definite, $M\left(\begin{array}{ccc}i_{1} & \ldots & i_{p} \\ i_{1} & \ldots & i_{p}\end{array}\right) \geq 0$ and $d_{j} \geq 0$. Hence,

$$
\begin{aligned}
&\left|\operatorname{det}\left(A_{1}+\lambda A_{2}\right)\right| \leq \sum_{p=0}^{n}|\lambda|^{p} \sum_{i_{1}<\cdots<i_{p}} M\left(\begin{array}{ccc}
i_{1} & \ldots & i_{p} \\
i_{1} & \ldots & i_{p}
\end{array}\right) \cdot d_{j_{1}} \ldots d_{j_{n-p}} \\
&=\operatorname{det}(D+|\lambda| M)=\operatorname{det}\left(A_{1}+|\lambda| A_{2}\right) .
\end{aligned}
$$

Now, let us prove the inductive step. Let us again assume that $\lambda_{1}=1$. Let $A=A_{1}$ and $A^{\prime}=\lambda_{2} A_{2}+\cdots+\lambda_{k+1} A_{k+1}$. There exists a unitary matrix $U$ such that the matrix $U A U^{-1}=D$ is a diagonal one; matrices $M_{j}=U A_{j} U^{-1}$ and $M=U A^{\prime} U^{-1}$ are nonnegative definite. Hence,

$$
\left|\operatorname{det}\left(A+A^{\prime}\right)\right|=|\operatorname{det}(D+M)| \leq \sum_{p=0}^{n} \sum_{i_{1}<\cdots<i_{p}} M\left(\begin{array}{ccc}
i_{1} & \ldots & i_{p} \\
i_{1} & \ldots & i_{p}
\end{array}\right) d_{j_{1}} \ldots d_{j_{n-p}}
$$

Since $M=\lambda_{2} M_{2}+\cdots+\lambda_{k+1} M_{k+1}$, by the inductive hypothesis

$$
M\left(\begin{array}{ccc}
i_{1} & \ldots & i_{p} \\
i_{1} & \ldots & i_{p}
\end{array}\right) \leq \operatorname{det}\left(\sum_{j=2}^{k+1}\left|\lambda_{j}\right| M_{j}\left(\begin{array}{ccc}
i_{1} & \ldots & i_{p} \\
i_{1} & \ldots & i_{p}
\end{array}\right)\right)
$$

It remains to notice that

$$
\begin{aligned}
& \sum_{p=0}^{n} \sum_{i_{1}<\cdots<i_{p}} d_{j_{1}} \ldots d_{j_{n-p}} \operatorname{det}\left(\sum_{j=2}^{k+1}\left|\lambda_{j}\right| M_{j}\left(\begin{array}{ccc}
i_{1} & \ldots & i_{p} \\
i_{1} & \ldots & i_{p}
\end{array}\right)\right) \\
&=\operatorname{det}\left(D+\left|\lambda_{2}\right| M_{2}+\cdots+\left|\lambda_{k+1}\right| M_{k+1}\right)=\operatorname{det}\left(\sum\left|\lambda_{i}\right| A_{i}\right)
\end{aligned}
$$

33.4. Theorem. Let $A$ and $B$ be positive definite real matrices and let $A_{1}$ and $B_{1}$ be the matrices obtained from $A$ and $B$, respectively, by deleting the first row and the first column. Then

$$
\frac{|A+B|}{\left|A_{1}+B_{1}\right|} \geq \frac{|A|}{\left|A_{1}\right|}+\frac{|B|}{\left|B_{1}\right|}
$$

Proof ([Bellman, 1955]). If $A>0$, then

$$
\begin{equation*}
(x, A x)\left(y, A^{-1} y\right) \geq(x, y)^{2} . \tag{1}
\end{equation*}
$$

Indeed, there exists a unitary matrix $U$ such that $U^{*} A U=\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, where $\lambda_{i}>0$. Making the change $x=U a$ and $y=U b$ we get the Cauchy-Schwarz inequality

$$
\begin{equation*}
\left(\sum \lambda_{i} a_{i}^{2}\right)\left(\sum b_{i}^{2} / \lambda_{i}\right) \geq\left(\sum a_{i} b_{i}\right)^{2} \tag{2}
\end{equation*}
$$

The inequality (2) turns into equality for $a_{i}=b_{i} / \lambda_{i}$ and, therefore,

$$
f(A)=\frac{1}{\left(y, A^{-1} y\right)}=\min _{x} \frac{(x, A x)}{(x, y)^{2}}
$$

Now, let us prove that if $y=(1,0,0, \ldots, 0)=e_{1}$, then $f(A)=|A| /\left|A_{1}\right|$. Indeed,

$$
\left(e_{1}, A^{-1} e_{1}\right)=e_{1} A^{-1} e_{1}^{T}=\frac{e_{1} \operatorname{adj} A e_{1}^{T}}{|A|}=\frac{(\operatorname{adj} A)_{11}}{|A|}=\frac{\left|A_{1}\right|}{|A|}
$$

It remains to notice that for any functions $g$ and $h$

$$
\min _{x} g(x)+\min _{x} h(x) \leq \min _{x}(g(x)+h(x))
$$

and set

$$
g(x)=\frac{(x, A x)}{\left(x, e_{1}\right)} \text { and } h(x)=\frac{(x, B x)}{\left(x, e_{1}\right)}
$$

## Problems

33.1. Let $A$ and $B$ be matrices of order $n \quad(n>1)$, where $A>0$ and $B \geq 0$. Prove that $|A+B| \geq|A|+|B|$ and the equality is only attained for $B=0$.
33.2. The matrices $A$ and $B$ are Hermitian and $A>0$. Prove that $\operatorname{det} A \leq$ $|\operatorname{det}(A+i B)|$ and the equality is only attained when $B=0$.
33.3. Let $A_{k}$ and $B_{k}$ be the upper left corner submatrices of order $k$ of positive definite matrices $A$ and $B$ such that $A>B$. Prove that

$$
\left|A_{k}\right|>\left|B_{k}\right|
$$

33.4. Let $A$ and $B$ be real symmetric matrices and $A \geq 0$. Prove that if $C=A+i B$ is not invertible, then $C x=0$ for some nonzero real vector $x$.
33.5. A real symmetric matrix $A$ is positive definite. Prove that

$$
\operatorname{det}\left(\begin{array}{cccc}
0 & x_{1} & \ldots & x_{n} \\
x_{1} & & & \\
\vdots & & A & \\
x_{n} & & &
\end{array}\right) \leq 0
$$

33.6. Let $A>0$ and let $n$ be the order of $A$. Prove that $|A|^{1 / n}=\min \frac{1}{n} \operatorname{tr}(A B)$, where the minimum is taken over all positive definite matrices $B$ with determinant 1.

## 34. Inequalities for eigenvalues

34.1.1. Theorem (Schur's inequality). Let $\lambda_{1}, \ldots, \lambda_{n}$ be eigenvalues of $A=$ $\left\|a_{i j}\right\|_{1}^{n}$. Then $\sum_{i=1}^{n}\left|\lambda_{i}\right|^{2} \leq \sum_{i, j=1}^{n}\left|a_{i j}\right|^{2}$ and the equality is attained if and only if $A$ is a normal matrix.

Proof. There exists a unitary matrix $U$ such that $T=U^{*} A U$ is an upper triangular matrix and $T$ is a diagonal matrix if and only if $A$ is a normal matrix (cf. 17.1). Since $T^{*}=U^{*} A^{*} U$, then $T T^{*}=U^{*} A A^{*} U$ and, therefore, $\operatorname{tr}\left(T T^{*}\right)=$ $\operatorname{tr}\left(A A^{*}\right)$. It remains to notice that

$$
\operatorname{tr}\left(A A^{*}\right)=\sum_{i, j=1}^{n}\left|a_{i j}\right|^{2} \quad \text { and } \operatorname{tr}\left(T T^{*}\right)=\sum_{i=1}^{n}\left|\lambda_{i}\right|^{2}+\sum_{i<j}\left|t_{i j}\right|^{2} .
$$

34.1.2. Theorem. Let $\lambda_{1}, \ldots, \lambda_{n}$ be eigenvalues of $A=B+i C$, where $B$ and $C$ are Hermitian matrices. Then

$$
\sum_{i=1}^{n}\left|\operatorname{Re} \lambda_{i}\right|^{2} \leq \sum_{i, j=1}^{n}\left|b_{i j}\right|^{2} \text { and } \sum_{i=1}^{n}\left|\operatorname{Im} \lambda_{i}\right|^{2} \leq \sum_{i, j=1}^{n}\left|c_{i j}\right|^{2} .
$$

Proof. Let, as in the proof of Theorem 34.1.1, $T=U^{*} A U$. We have $B=$ $\frac{1}{2}\left(A+A^{*}\right)$ and $i C=\frac{1}{2}\left(A-A^{*}\right)$; therefore, $U^{*} B U=\left(T+T^{*}\right) / 2$ and $U^{*}(i C) U=$ $\left(T-T^{*}\right) / 2$. Hence,

$$
\sum_{i, j=1}\left|b_{i j}\right|^{2}=\operatorname{tr}\left(B B^{*}\right)=\frac{\operatorname{tr}\left(T+T^{*}\right)^{2}}{4}=\sum_{i=1}^{n}\left|\operatorname{Re} \lambda_{i}\right|^{2}+\sum_{i<j} \frac{\left|t_{i j}\right|^{2}}{2}
$$

and $\sum_{i, j=1}^{n}\left|c_{i j}\right|^{2}=\sum_{i=1}^{n}\left|\operatorname{Im} \lambda_{i}\right|^{2}+\sum_{i<j} \frac{1}{2}\left|t_{i j}\right|^{2}$.
34.2.1. Theorem (H. Weyl). Let $A$ and $B$ be Hermitian matrices, $C=A+B$. Let the eigenvalues of these matrices form increasing sequences: $\alpha_{1} \leq \cdots \leq \alpha_{n}$, $\beta_{1} \leq \cdots \leq \beta_{n}, \gamma_{1} \leq \cdots \leq \gamma_{n}$. Then
a) $\gamma_{i} \geq \alpha_{j}+\beta_{i-j+1}$ for $i \geq j$;
b) $\gamma_{i} \leq \alpha_{j}+\beta_{i-j+n}$ for $i \leq j$.

Proof. Select orthonormal bases $\left\{a_{i}\right\},\left\{b_{i}\right\}$ and $\left\{c_{i}\right\}$ for each of the matrices $A, B$ and $C$ such that $A a_{i}=\alpha_{i} a_{i}$, etc. First, suppose that $i \geq j$. Consider the subspaces $V_{1}=\operatorname{Span}\left(a_{j}, \ldots, a_{n}\right), V_{2}=\operatorname{Span}\left(b_{i-j+1}, \ldots, b_{n}\right)$ and $V_{3}=\operatorname{Span}\left(c_{1}, \ldots, c_{i}\right)$. Since $\operatorname{dim} V_{1}=n-j+1$, $\operatorname{dim} V_{2}=n-i+j$ and $\operatorname{dim} V_{3}=i$, it follows that

$$
\operatorname{dim}\left(V_{1} \cap V_{2} \cap V_{3}\right) \geq \operatorname{dim} V_{1}+\operatorname{dim} V_{2}+\operatorname{dim} V_{3}-2 n=1
$$

Therefore, the subspace $V_{1} \cap V_{2} \cap V_{3}$ contains a vector $x$ of unit length. Clearly,

$$
\alpha_{j}+\beta_{i-j+1} \leq(x, A x)+(x, B x)=(x, C x) \leq \gamma_{i}
$$

Replacing matrices $A, B$ and $C$ by $-A,-B$ and $-C$ we can reduce the inequality b) to the inequality a).
34.2.2. Theorem. Let $A=\left(\begin{array}{cc}B & C \\ C^{*} & D\end{array}\right)$ be an Hermitian matrix. Let the eigenvalues of $A$ and $B$ form increasing sequences: $\alpha_{1} \leq \cdots \leq \alpha_{n}, \beta_{1} \leq \cdots \leq \beta_{m}$. Then

$$
\alpha_{i} \leq \beta_{i} \leq \alpha_{i+n-m} .
$$

Proof. For $A$ and $B$ take orthonormal eigenbases $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}$; we can assume that $A$ and $B$ act in the spaces $V$ and $U$, where $U \subset V$. Consider the subspaces $V_{1}=\operatorname{Span}\left(a_{i}, \ldots, a_{n}\right)$ and $V_{2}=\operatorname{Span}\left(b_{1}, \ldots, b_{i}\right)$. The subspace $V_{1} \cap V_{2}$ contains a unit vector $x$. Clearly,

$$
\alpha_{i} \leq(x, A x)=(x, B x) \leq \beta_{i} .
$$

Applying this inequality to the matrix $-A$ we get $-\alpha_{n-i+1} \leq-\beta_{m-i+1}$, i.e., $\beta_{j} \leq$ $\alpha_{j+n-m}$.
34.3. Theorem. Let $A$ and $B$ be Hermitian projections, i.e., $A^{2}=A$ and $B^{2}=B$. Then the eigenvalues of $A B$ are real and belong to the segment $[0,1]$.

Proof ([Afriat, 1956]). The eigenvalues of the matrix $A B=(A A B) B$ coincide with eigenvalues of the matrix $B(A A B)=(A B)^{*} A B$ (see 11.6). The latter matrix is nonnegative definite and, therefore, its eigenvalues are real and nonnegative. If all eigenvalues of $A B$ are zero, then all eigenvalues of the Hermitian matrix $(A B)^{*} A B$ are also zero; hence, $(A B)^{*} A B$ is zero itself and, therefore, $A B=0$. Now, suppose that $A B x=\lambda x \neq 0$. Then $A x=\lambda^{-1} A A B x=\lambda^{-1} A B x=x$ and, therefore,

$$
(x, B x)=(A x, B x)=(x, A B x)=\lambda(x, x) \text {, i.e., } \lambda=\frac{(x, B x)}{(x, x)} .
$$

For $B$ there exists an orthonormal basis such that $(x, B x)=\beta_{1}\left|x_{1}\right|^{2}+\cdots+\beta_{n}\left|x_{n}\right|^{2}$, where either $\beta_{i}=0$ or 1 . Hence, $\lambda \leq 1$.
34.4. The numbers $\sigma_{i}=\sqrt{\mu_{i}}$, where $\mu_{i}$ are eigenvalues of $A^{*} A$, are called singular values of $A$. For an Hermitian nonnegative definite matrix the singular values and the eigenvalues coincide. If $A=S U$ is a polar decomposition of $A$, then the singular values of $A$ coincide with the eigenvalues of $S$. For $S$, there exists a unitary matrix $V$ such that $S=V \Lambda V^{*}$, where $\Lambda$ is a diagonal matrix. Therefore, any matrix $A$ can be represented in the form $A=V \Lambda W$, where $V$ and $W$ are unitary matrices and $\Lambda=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$.
34.4.1. Theorem. Let $\sigma_{1}, \ldots, \sigma_{n}$ be the singular values of $A$, where $\sigma_{1} \geq \cdots \geq$ $\sigma_{n}$, and let $\lambda_{1}, \ldots, \lambda_{n}$ be the eigenvalues of $A$, where $\left|\lambda_{1}\right| \geq \cdots \geq\left|\lambda_{n}\right|$. Then $\left|\lambda_{1} \ldots \lambda_{m}\right| \leq \sigma_{1} \ldots \sigma_{m}$ for $m \leq n$.

Proof. Let $A x=\lambda_{1} x$. Then

$$
\left|\lambda_{1}\right|^{2}(x, x)=(A x, A x)=\left(x, A^{*} A x\right) \leq \sigma_{1}^{2}(x, x)
$$

since $\sigma_{1}^{2}$ is the maximal eigenvalue of the Hermitian operator $A^{*} A$. Hence, $\left|\lambda_{1}\right| \leq \sigma_{1}$ and for $m=1$ the inequality is proved. Let us apply the inequality obtained to the operators $\Lambda^{m}(A)$ and $\Lambda^{m}\left(A^{*} A\right)$ (see 28.5). Their eigenvalues are equal to $\lambda_{i_{1}} \ldots \lambda_{i_{m}}$ and $\sigma_{i_{1}}^{2} \ldots \sigma_{i_{m}}^{2}$; hence, $\left|\lambda_{1} \ldots \lambda_{m}\right| \leq \sigma_{1} \ldots \sigma_{m}$.

It is also clear that $\left|\lambda_{1} \ldots \lambda_{n}\right|=|\operatorname{det} A|=\sqrt{\operatorname{det}\left(A^{*} A\right)}=\sigma_{1} \ldots \sigma_{n}$.
34.4.2. Theorem. Let $\sigma_{1} \geq \cdots \geq \sigma_{n}$ be the singular values of $A$ and let $\tau_{1} \geq \cdots \geq \tau_{n}$ be the singular values of $B$. Then $|\operatorname{tr}(A B)| \leq \sum_{i=1}^{n} \sigma_{i} \tau_{i}$.

Proof [Mirsky, 1975]). Let $A=U_{1} S V_{1}$ and $B=U_{2} T V_{2}$, where $U_{i}$ and $V_{i}$ are unitary matrices, $S=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ and $T=\operatorname{diag}\left(\tau_{1}, \ldots, \tau_{n}\right)$. Then

$$
\operatorname{tr}(A B)=\operatorname{tr}\left(U_{1} S V_{1} U_{2} T V_{2}\right)=\operatorname{tr}\left(V_{2} U_{1} S V_{1} U_{2} T\right)=\operatorname{tr}\left(U^{T} S V T\right)
$$

where $U=\left(V_{2} U_{1}\right)^{T}$ and $V=V_{1} U_{2}$. Hence,

$$
|\operatorname{tr}(A B)|=\left|\sum u_{i j} v_{i j} \sigma_{i} \tau_{j}\right| \leq \frac{\sum\left|u_{i j}\right|^{2} \sigma_{i} \tau_{j}+\sum\left|v_{i j}\right|^{2} \sigma_{i} \tau_{j}}{2}
$$

The matrices whose $(i, j)$ th elements are $\left|u_{i j}\right|^{2}$ and $\left|v_{i j}\right|^{2}$ are doubly stochastic and, therefore, $\sum\left|u_{i j}\right|^{2} \sigma_{i} \tau_{j} \leq \sum \sigma_{i} \tau_{i}$ and $\sum\left|v_{i j}\right|^{2} \sigma_{i} \tau_{j} \leq \sum \sigma_{i} \tau_{j}$ (see Problem 38.1).

## Problems

34.1 (Gershgorin discs). Prove that every eigenvalue of $\left\|a_{i j}\right\|_{1}^{n}$ belongs to one of the discs $\left|a_{k k}-z\right| \leq \rho_{k}$, where $\rho_{k}=\sum_{i \neq j}\left|a_{k j}\right|$.
34.2. Prove that if $U$ is a unitary matrix and $S \geq 0$, then $|\operatorname{tr}(U S)| \leq \operatorname{tr} S$.
34.3. Prove that if $A$ and $B$ are nonnegative definite matrices, then $|\operatorname{tr}(A B)| \leq$ $\operatorname{tr} A \cdot \operatorname{tr} B$.
34.4. Matrices $A$ and $B$ are Hermitian. Prove that $\operatorname{tr}(A B)^{2} \leq \operatorname{tr}\left(A^{2} B^{2}\right)$.
34.5 ([Cullen, 1965]). Prove that $\lim _{k \rightarrow \infty} A^{k}=0$ if and only if one of the following conditions holds:
a) the absolute values of all eigenvalues of $A$ are less than 1;
b) there exists a positive definite matrix $H$ such that $H-A^{*} H A>0$.

## Singular values

34.6. Prove that if all singular values of $A$ are equal, then $A=\lambda U$, where $U$ is a unitary matrix.
34.7. Prove that if the singular values of $A$ are equal to $\sigma_{1}, \ldots, \sigma_{n}$, then the singular values of $\operatorname{adj} A$ are equal to $\prod_{i \neq 1} \sigma_{i}, \ldots, \prod_{i \neq n} \sigma_{i}$.
34.8. Let $\sigma_{1}, \ldots, \sigma_{n}$ be the singular values of $A$. Prove that the eigenvalues of $\left(\begin{array}{cc}0 & A \\ A^{*} & 0\end{array}\right)$ are equal to $\sigma_{1}, \ldots, \sigma_{n},-\sigma_{1}, \ldots,-\sigma_{n}$.

## 35. Inequalities for matrix norms

35.1. The operator (or spectral) norm of a matrix $A$ is $\|A\|_{s}=\sup _{|x| \neq 0} \frac{|A x|}{|x|}$. The number $\rho(A)=\max \left|\lambda_{i}\right|$, where $\lambda_{1}, \ldots, \lambda_{n}$ are the eigenvalues of $A$, is called the spectral radius of $A$. Since there exists a nonzero vector $x$ such that $A x=\lambda_{i} x$, it follows that $\|A\|_{s} \geq \rho(A)$. In the complex case this is obvious. In the real case we can express the vector $x$ as $x_{1}+i x_{2}$, where $x_{1}$ and $x_{2}$ are real vectors. Then

$$
\left|A x_{1}\right|^{2}+\left|A x_{2}\right|^{2}=|A x|^{2}=\left|\lambda_{i}\right|^{2}\left(\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}\right),
$$

and, therefore, both inequalities $\left|A x_{1}\right|<\lambda_{i}| | x_{1} \mid$ and $\left|A x_{2}\right|<\lambda_{i}| | x_{2} \mid$ can not hold simultaneously.

It is easy to verify that if $U$ is a unitary matrix, then $\|A\|_{s}=\|A U\|_{s}=\|U A\|_{s}$. To this end it suffices to observe that

$$
\frac{|A U x|}{|x|}=\frac{|A y|}{\left|U^{-1} y\right|}=\frac{|A y|}{|y|},
$$

where $y=U x$ and $|U A x| /|x|=|A x| /|x|$.
35.1.1. Theorem. $\|A\|_{s}=\sqrt{\rho\left(A^{*} A\right)}$.

Proof. If $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, then

$$
\left(\frac{|\Lambda x|}{|x|}\right)^{2}=\frac{\sum\left|\lambda_{i} x_{i}\right|^{2}}{\sum\left|x_{i}\right|^{2}} \leq \max _{i}\left|\lambda_{i}\right|
$$

Let $\left|\lambda_{j}\right|=\max _{i}\left|\lambda_{i}\right|$ and $\Lambda x=\lambda_{j} x$. Then $|\Lambda x| /|x|=\left|\lambda_{j}\right|$. Therefore, $\|\Lambda\|_{s}=\rho(\Lambda)$.
Any matrix $A$ can be represented in the form $A=U \Lambda V$, where $U$ and $V$ are unitary matrices and $\Lambda$ is a diagonal matrix with the singular values of $A$ standing on its diagonal (see 34.4). Hence, $\|A\|_{s}=\|\Lambda\|_{s}=\rho(\Lambda)=\sqrt{\rho\left(A^{*} A\right)}$.
35.1.2. Theorem. If $A$ is a normal matrix, then $\|A\|_{s}=\rho(A)$.

Proof. A normal matrix $A$ can be represented in the form $A=U^{*} \Lambda U$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and $U$ is a unitary matrix. Therefore, $A^{*} A=U^{*} \Lambda \bar{\Lambda} U$. Let $A e_{i}=\lambda_{i} e_{i}$ and $x_{i}=U^{-1} e_{i}$. Then $A^{*} A x_{i}=\left|\lambda_{i}\right|^{2} x_{i}$ and, therefore, $\rho\left(A^{*} A\right)=$ $\rho(A)^{2}$.
35.2. The Euclidean norm of a matrix $A$ is

$$
\|A\|_{e}=\sqrt{\sum_{i, j}\left|a_{i j}\right|^{2}}=\sqrt{\operatorname{tr}\left(A^{*} A\right)}=\sqrt{\sum_{i} \sigma_{i}^{2}}
$$

where $\sigma_{i}$ are the singular values of $A$.
If $U$ is a unitary matrix, then

$$
\|A U\|_{e}=\sqrt{\operatorname{tr}\left(U^{*} A^{*} A U\right)}=\sqrt{\operatorname{tr}\left(A^{*} A\right)}=\|A\|_{e}
$$

and $\|U A\|_{e}=\|A\|_{e}$.
Theorem. If $A$ is a matrix of order $n$, then

$$
\|A\|_{s} \leq\|A\|_{e} \leq \sqrt{n}\|A\|_{s}
$$

Proof. Let $\sigma_{1}, \ldots, \sigma_{n}$ be the singular values of $A$ and $\sigma_{1} \geq \cdots \geq \sigma_{n}$. Then $\|A\|_{s}^{2}=\sigma_{1}^{2}$ and $\|A\|_{e}^{2}=\sigma_{1}^{2}+\cdots+\sigma_{n}^{2}$. Clearly, $\sigma_{1}^{2} \leq \sigma_{1}^{2}+\cdots+\sigma_{n}^{2} \leq n \sigma_{1}^{2}$.

Remark. The Euclidean and spectral norms are invariant with respect to the action of the group of unitary matrices. Therefore, it is not accidental that the Euclidean and spectral norms are expressed in terms of the singular values of the matrix: they are also invariant with respect to this group.

If $f(A)$ is an arbitrary matrix function and $f(A)=f(U A)=f(A U)$ for any unitary matrix $U$, then $f$ only depends on the singular values of $A$. Indeed, $A=$ $U \Lambda V$, where $\Lambda=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ and $U$ and $V$ are unitary matrices. Hence, $f(A)=f(\Lambda)$. Observe that in this case $A^{*}=V^{*} \Lambda U^{*}$ and, therefore, $f\left(A^{*}\right)=f(A)$. In particular $\left\|A^{*}\right\|_{e}=\|A\|_{e}$ and $\left\|A^{*}\right\|_{s}=\|A\|_{s}$.
35.3.1. Theorem. Let $A$ be an arbitrary matrix, $S$ an Hermitian matrix. Then $\left\|A-\frac{A+A^{*}}{2}\right\| \leq\|A-S\|$, where $\|\cdot\|$ is either the Euclidean or the operator norm.

Proof.

$$
\left\|A-\frac{A+A^{*}}{2}\right\|=\left\|\frac{A-S}{2}+\frac{S-A^{*}}{2}\right\| \leq \frac{\|A-S\|}{2}+\frac{\left\|S-A^{*}\right\|}{2} .
$$

Besides, $\left\|S-A^{*}\right\|=\left\|\left(S-A^{*}\right)^{*}\right\|=\|S-A\|$.
35.3.2. Theorem. Let $A=U S$ be the polar decomposition of $A$ and $W$ a unitary matrix. Then $\|A-U\|_{e} \leq\|A-W\|_{e}$ and if $|A| \neq 0$, then the equality is only attained for $W=U$.

Proof. It is clear that

$$
\|A-W\|_{e}=\|S U-W\|_{e}=\left\|S-W U^{*}\right\|_{e}=\|S-V\|_{e},
$$

where $V=W U^{*}$ is a unitary matrix. Besides,

$$
\|S-V\|_{e}^{2}=\operatorname{tr}(S-V)\left(S-V^{*}\right)=\operatorname{tr} S^{2}+\operatorname{tr} I-\operatorname{tr}\left(S V+V^{*} S\right)
$$

By Problem $34.2|\operatorname{tr}(S V)| \leq \operatorname{tr} S$ and $\left|\operatorname{tr}\left(V^{*} S\right)\right| \leq \operatorname{tr} S$. It follows that $\|S-V\|_{e}^{2} \leq 】$ $\|S-I\|_{e}^{2}$. If $S>0$, then the equality is only attained if $V=e^{i \varphi} I$ and $\operatorname{tr} S=e^{i \varphi} \operatorname{tr} S$, i.e., $W U^{*}=V=I$.
35.4. Theorem ([Franck,1961]). Let $A$ be an invertible matrix, $X$ a noninvertible matrix. Then

$$
\|A-X\|_{s} \geq\left\|A^{-1}\right\|_{s}^{-1}
$$

and if $\left\|A^{-1}\right\|_{s}=\rho\left(A^{-1}\right)$, then there exists a noninvertible matrix $X$ such that

$$
\|A-X\|_{s}=\left\|A^{-1}\right\|_{s}^{-1}
$$

Proof. Take a vector $v$ such that $X v=0$ and $v \neq 0$. Then

$$
\|A-X\|_{s} \geq \frac{|(A-X) v|}{|v|}=\frac{|A v|}{|v|} \geq \min _{x} \frac{|A x|}{|x|}=\min _{y} \frac{|y|}{\left|A^{-1} y\right|}=\left\|A^{-1}\right\|_{s}^{-1}
$$

Now, suppose that $\left\|A^{-1}\right\|_{s}=\left|\lambda^{-1}\right|$ and $A^{-1} y=\lambda^{-1} y$, i.e., $A y=\lambda y$. Then $\left\|A^{-1}\right\|_{s}^{-1}=|\lambda|=|A y| /|y|$. The matrix $X=A-\lambda I$ is noninvertible and $\|A-X\|_{s}=$ $\|\lambda I\|_{s}=|\lambda|=\left\|A^{-1}\right\|_{s}^{-1}$.

## Problems

35.1. Prove that if $\lambda$ is a nonzero eigenvalue of $A$, then $\left\|A^{-1}\right\|_{s}^{-1} \leq|\lambda| \leq\|A\|_{s}$.
35.2. Prove that $\|A B\|_{s} \leq\|A\|_{s}\|B\|_{s}$ and $\|A B\|_{e} \leq\|A\|_{e}\|B\|_{e}$.
35.3. Let $A$ be a matrix of order $n$. Prove that

$$
\|\operatorname{adj} A\|_{e} \leq n^{\frac{2-n}{2}}\|A\|_{e}^{n-1}
$$

## 36. Schur's complement and Hadamard's product. Theorems of Emily Haynsworth

36.1. Let $A=\left(\begin{array}{ll}A_{11} & A_{12} \\ A_{21} & A_{22}\end{array}\right)$, where $\left|A_{11}\right| \neq 0$. Recall that Schur's complement of $A_{11}$ in $A$ is the matrix $\left(A \mid A_{11}\right)=A_{22}-A_{21} A_{11}^{-1} A_{12}$ (see 3.1).
36.1.1. Theorem. If $A>0$, then $\left(A \mid A_{11}\right)>0$.

Proof. Let $T=\left(\begin{array}{cc}I & -A_{11}^{-1} B \\ 0 & I\end{array}\right)$, where $B=A_{12}=A_{21}^{*}$. Then

$$
T^{*} A T=\left(\begin{array}{cc}
A_{11} & 0 \\
0 & A_{22}-B^{*} A_{11}^{-1} B
\end{array}\right)
$$

is a positive definite matrix, hence, $A_{22}-B^{*} A_{11}^{-1} B>0$.
Remark. We can similarly prove that if $A \geq 0$ and $\left|A_{11}\right| \neq 0$, then $\left(A \mid A_{11}\right) \geq 0$.
36.1.2. Theorem ([Haynsworth,1970]). If $H$ and $K$ are arbitrary positive definite matrices of order $n$ and $X$ and $Y$ are arbitrary matrices of size $n \times m$, then

$$
X^{*} H^{-1} X+Y^{*} K^{-1} Y-(X+Y)^{*}(H+K)^{-1}(X+Y) \geq 0
$$

Proof. Clearly,

$$
A=T^{*}\left(\begin{array}{cc}
H & 0 \\
0 & 0
\end{array}\right) T=\left(\begin{array}{cc}
H & X \\
X^{*} & X^{*} H^{-1} X
\end{array}\right)>0, \text { where } T=\left(\begin{array}{cc}
I_{n} & H^{-1} X \\
0 & I_{m}
\end{array}\right) .
$$

Similarly, $B=\left(\begin{array}{cc}K & Y \\ Y^{*} & Y^{*} K^{-1} Y\end{array}\right) \geq 0$. It remains to apply Theorem 36.1.1 to the Schur complement of $H+K$ in $A+B$.
36.1.3. Theorem ([Haynsworth, 1970]). Let $A, B \geq 0$ and $A_{11}, B_{11}>0$. Then

$$
\left(A+B \mid A_{11}+B_{11}\right) \geq\left(A \mid A_{11}\right)+\left(B \mid B_{11}\right)
$$

Proof. By definition

$$
\left(A+B \mid A_{11}+B_{11}\right)=\left(A_{22}+B_{22}\right)-\left(A_{21}+B_{21}\right)\left(A_{11}+B_{11}\right)^{-1}\left(A_{12}+B_{12}\right)
$$

and by Theorem 36.1.2

$$
A_{21} A_{11}^{-1} A_{12}+B_{21} B_{11}^{-1} B_{12} \geq\left(A_{21}+B_{21}\right)\left(A_{11}+B_{11}\right)^{-1}\left(A_{12}+B_{12}\right)
$$

Hence,

$$
\begin{aligned}
& \left(A+B \mid A_{11}+B_{11}\right) \\
& \quad \geq\left(A_{22}+B_{22}\right)-\left(A_{21} A_{11}^{-1} A_{12}+B_{21} B_{11}^{-1} B_{12}\right)=\left(A \mid A_{11}\right)+\left(B \mid B_{11}\right)
\end{aligned}
$$

We can apply the obtained results to the proof of the following statement.
36.1.4. Theorem ([Haynsworth, 1970]). Let $A_{k}$ and $B_{k}$ be upper left corner submatrices of order $k$ in positive definite matrices $A$ and $B$ of order $n$, respectively. Then

$$
|A+B| \geq|A|\left(1+\sum_{k=1}^{n-1} \frac{\left|B_{k}\right|}{\left|A_{k}\right|}\right)+|B|\left(1+\sum_{k=1}^{n-1} \frac{\left|A_{k}\right|}{\left|B_{k}\right|}\right) .
$$

Proof. First, observe that by Theorem 36.1.3 and Problem 33.1 we have

$$
\begin{aligned}
\left|\left(A+B \mid A_{11}+B_{11}\right)\right| & \geq\left|\left(A \mid A_{11}\right)+\left(B \mid B_{11}\right)\right| \\
& \geq\left|\left(A \mid A_{11}\right)\right|+\left|\left(B \mid B_{11}\right)\right|=\frac{|A|}{\left|A_{11}\right|}+\frac{|B|}{\left|B_{11}\right|} .
\end{aligned}
$$

For $n=2$ we get

$$
\begin{aligned}
|A+B| & =\left|A_{1}+B_{1}\right| \cdot\left|\left(A+B \mid A_{1}+B_{1}\right)\right| \\
& \geq\left(\left|A_{1}\right|+\left|B_{1}\right|\right)\left(\frac{|A|}{\left|A_{1}\right|}+\frac{|B|}{\left|B_{1}\right|}\right)=|A|\left(1+\frac{\left|B_{1}\right|}{\left|A_{1}\right|}\right)+|B|\left(1+\frac{\left|A_{1}\right|}{\left|B_{1}\right|}\right) .
\end{aligned}
$$

Now, suppose that the statement is proved for matrices of order $n-1$ and let us prove it for matrices of order $n$. By the inductive hypothesis we have

$$
\left|A_{n-1}+B_{n-1}\right| \geq\left|A_{n-1}\right|\left(1+\sum_{k=1}^{n-2} \frac{\left|B_{k}\right|}{\left|A_{k}\right|}\right)+\left|B_{n-1}\right|\left(1+\sum_{k=1}^{n-2} \frac{\left|A_{k}\right|}{\left|B_{k}\right|}\right) .
$$

Besides, by the above remark

$$
\left|\left(A+B \mid A_{n-1}+B_{n-1}\right)\right| \geq \frac{|A|}{\left|A_{n-1}\right|}+\frac{|B|}{\left|B_{n-1}\right|}
$$

Therefore,

$$
\begin{aligned}
& |A+B| \\
& \geq\left[\left|A_{n-1}\right|\left(1+\sum_{k=1}^{n-2} \frac{\left|B_{k}\right|}{\left|A_{k}\right|}\right)+\left|B_{n-1}\right|\left(1+\sum_{k=1}^{n-2} \frac{\left|A_{k}\right|}{\left|B_{k}\right|}\right)\right]\left(\frac{|A|}{\left|A_{n-1}\right|}+\frac{|B|}{\left|B_{n-1}\right|}\right) \\
& \quad \geq|A|\left(1+\sum_{k=1}^{n-2} \frac{\left|B_{k}\right|}{\left|A_{k}\right|}+\frac{\left|B_{n-1}\right|}{\left|A_{n-1}\right|}\right)+|B|\left(1+\sum_{k=1}^{n-2} \frac{\left|A_{k}\right|}{\left|B_{k}\right|}+\frac{\left|A_{n-1}\right|}{\left|B_{n-1}\right|}\right) .
\end{aligned}
$$

36.2. If $A=\left\|a_{i j}\right\|_{1}^{n}$ and $B=\left\|b_{i j}\right\|_{1}^{n}$ are square matrices, then their Hadamard product is the matrix $C=\left\|c_{i j}\right\|_{1}^{n}$, where $c_{i j}=a_{i j} b_{i j}$. The Hadamard product is denoted by $A \circ B$.
36.2.1. Theorem (Schur). If $A, B>0$, then $A \circ B>0$.

Proof. Let $U=\left\|u_{i j}\right\|_{1}^{n}$ be a unitary matrix such that $A=U^{*} \Lambda U$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Then $a_{i j}=\sum_{p} \bar{u}_{p i} \lambda_{p} u_{p j}$ and, therefore,

$$
\sum_{i, j} a_{i j} b_{i j} \bar{x}_{i} x_{j}=\sum_{p} \lambda_{p} \sum_{i, j} b_{i j} y_{i}^{p} \bar{y}_{j}^{p},
$$

where $y_{i}^{p}=x_{i} u_{p i}$. All the numbers $\lambda_{p}$ are positive and, therefore, it remains to prove that if not all numbers $x_{i}$ are zero, then not all numbers $y_{i}^{p}$ are zero. For this it suffices to notice that

$$
\sum_{i, p}\left|y_{i}^{p}\right|^{2}=\sum_{i, p}\left|x_{i} u_{p i}\right|^{2}=\sum_{i}\left(\left|x_{i}\right|^{2} \sum_{p}\left|u_{p i}\right|^{2}\right)=\sum_{i}\left|x_{i}\right|^{2} .
$$

### 36.2.2. The Oppenheim inequality.

Theorem (Oppenheim). If $A, B>0$, then

$$
\operatorname{det}(A \circ B) \geq\left(\prod a_{i i}\right) \operatorname{det} B
$$

Proof. For matrices of order 1 the statement is obvious. Suppose that the statement is proved for matrices of order $n-1$. Let us express the matrices $A$ and $B$ of order $n$ in the form

$$
A=\left(\begin{array}{ll}
a_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right), B=\left(\begin{array}{ll}
b_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right),
$$

where $a_{11}$ and $b_{11}$ are numbers. Then

$$
\operatorname{det}(A \circ B)=a_{11} b_{11} \operatorname{det}\left(A \circ B \mid a_{11} b_{11}\right)
$$

and

$$
\begin{aligned}
\left(A \circ B \mid a_{11} b_{11}\right)=A_{22} \circ B_{22}-A_{21} \circ & B_{21} a_{11}^{-1} b_{11}^{-1} A_{12} \circ B_{12} \\
& =A_{22} \circ\left(B \mid b_{11}\right)+\left(A \mid a_{11}\right) \circ\left(B_{21} B_{12} b_{11}^{-1}\right) .
\end{aligned}
$$

Since $\left(A \mid a_{11}\right)$ and $\left(B \mid b_{11}\right)$ are positive definite matrices (see Theorem 36.1.1), then by Theorem 36.2.1 the matrices $A_{22} \circ\left(B \mid b_{11}\right)$ and $\left(A \mid a_{11}\right) \circ\left(B_{21} B_{12} b_{11}^{-1}\right)$ are positive definite. Hence, $\operatorname{det}(A \circ B) \geq a_{11} b_{11} \operatorname{det}\left(A_{22} \circ\left(B \mid b_{11}\right)\right)$; cf. Problem 33.1. By inductive hypothesis $\operatorname{det}\left(A_{22} \circ\left(B \mid b_{11}\right)\right) \geq a_{22} \ldots a_{n n} \operatorname{det}\left(B \mid b_{11}\right)$; it is also clear that $\operatorname{det}\left(B \mid b_{11}\right)=\frac{\operatorname{det} B}{b_{11}}$.

Remark. The equality is only attained if $B$ is a diagonal matrix.

## Problems

36.1. Prove that if $A$ and $B$ are positive definite matrices of order $n$ and $A \geq B$, then $|A+B| \geq|A|+n|B|$.
36.2. [Djoković, 1964]. Prove that any positive definite matrix $A$ can be represented in the form $A=B \circ C$, where $B$ and $C$ are positive definite matrices.
36.3. [Djoković, 1964]. Prove that if $A>0$ and $B \geq 0$, then $\operatorname{rank}(A \circ B) \geq$ $\operatorname{rank} B$.

## 37. Nonnegative matrices

37.1. A real matrix $A=\left\|a_{i j}\right\|_{1}^{n}$ is said to be positive (resp. nonnegative) if $a_{i j}>0$ (resp. $a_{i j} \geq 0$ ).

In this section in order to denote positive matrices we write $A>0$ and the expression $A>B$ means that $A-B>0$.

Observe that in all other sections the notation $A>0$ means that $A$ is an Hermitian (or real symmetric) positive definite matrix.

A vector $x=\left(x_{1}, \ldots, x_{n}\right)$ is called positive and we write $x>0$ if $x_{i}>0$.
A matrix $A$ of order $n$ is called reducible if it is possible to divide the set $\{1, \ldots, n\}$ into two nonempty subsets $I$ and $J$ such that $a_{i j}=0$ for $i \in I$ and $j \in J$, and irreducible otherwise. In other words, $A$ is reducible if by a permutation of its rows and columns it can be reduced to the form $\left(\begin{array}{cc}A_{11} & A_{12} \\ 0 & A_{22}\end{array}\right)$, where $A_{11}$ and $A_{22}$ are square matrices.

ThEOREM. If $A$ is a nonnegative irreducible matrix of order $n$, then $(I+A)^{n-1}>$ 0 .

Proof. For every nonzero nonnegative vector $y$ consider the vector $z=(I+$ A) $y=y+A y$. Suppose that not all coordinates of $y$ are positive. Renumbering the vectors of the basis, if necessary, we can assume that $y=\binom{u}{0}$, where $u>0$. Then $A y=\left(\begin{array}{ll}A_{11} & A_{12} \\ A_{21} & A_{22}\end{array}\right)\binom{u}{0}=\binom{A_{11} u}{A_{21} u}$. Since $u>0, A_{21} \geq 0$ and $A_{21} \neq 0$, we have $A_{21} u \neq 0$. Therefore, $z$ has at least one more positive coordinate than $y$. Hence, if $y \geq 0$ and $y \neq 0$, then $(I+A)^{n-1} y>0$. Taking for $y$, first, $e_{1}$, then $e_{2}$, etc., $e_{n}$ we get the required solution.
37.2. Let $A$ be a nonnegative matrix of order $n$ and $x$ a nonnegative vector. Further, let

$$
r_{x}=\min _{i}\left\{\sum_{j=1}^{n} a_{i j} \frac{x_{j}}{x_{i}}\right\}=\sup \{\rho \geq 0 \mid A x \geq \rho x\} .
$$

and $r=\sup _{x \geq 0} r_{x}$. It suffices to take the supremum over the compact set $P=$ $\{x \geq 0 \| x \mid=1\}$, and not over all $x \geq 0$. Therefore, there exists a nonzero nonnegative vector $z$ such that $A z \geq r z$ and there is no positive vector $w$ such that $A w>r w$.

A nonnegative vector $z$ is called an extremal vector of $A$ if $A z \geq r z$.
37.2.1. Theorem. If $A$ is a nonnegative irreducible matrix, then $r>0$ and an extremal vector of $A$ is its eigenvector.

Proof. If $\xi=(1, \ldots, 1)$, then $A \xi>0$ and, therefore, $r>0$. Let $z$ be an extremal vector of $A$. Then $A z-r z=\eta \geq 0$. Suppose that $\eta \neq 0$. Multiplying both sides of the inequality $\eta \geq 0$ by $(I+A)^{n-1}$ we get $A w-r w=(I+A)^{n-1} \eta>0$, where $w=(I+A)^{n-1} z>0$. Contradiction.
37.2.1.1. Remark. A nonzero extremal vector $z$ of $A$ is positive. Indeed, $z \geq 0$ and $A z=r z$ and, therefore, $(1+r)^{n-1} z=(I+A)^{n-1} z>0$.
37.2.1.2. Remark. An eigenvector of $A$ corresponding to eigenvalue $r$ is unique up to proportionality. Indeed, let $A x=r x$ and $A y=r y$, where $x>0$. If $\mu=$ $\min \left(y_{i} / x_{i}\right)$, then $y_{j} \geq \mu x_{j}$, the vector $z=y-\mu x$ has nonnegative coordinates and at least one of them is zero. Suppose that $z \neq 0$. Then $z>0$ since $z \geq 0$ and $A z=r z$ (see Remark 37.2.1.1). Contradiction.
37.2.2. Theorem. Let $A$ be a nonnegative irreducible matrix and let a matrix $B$ be such that $\left|b_{i j}\right| \leq a_{i j}$. If $\beta$ is an eigenvalue of $B$, then $|\beta| \leq r$, and if $\beta=r e^{i \varphi}$ then $\left|b_{i j}\right|=a_{i j}$ and $B=e^{i \varphi} D A D^{-1}$, where $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ and $\left|d_{i}\right|=1$.

Proof. Let $B y=\beta y$, where $y \neq 0$. Consider the vector $y^{+}=\left(\left|y_{1}\right|, \ldots,\left|y_{n}\right|\right)$. Since $\beta y_{i}=\sum_{j} b_{i j} y_{j}$, then $\left|\beta y_{i}\right|=\sum_{j}\left|b_{i j} y_{j}\right| \leq \sum_{j} a_{i j}\left|y_{j}\right|$ and, therefore, $|\beta| y^{+} \leq$ $r y^{+}$, i.e., $|\beta| \leq r$.

Now, suppose that $\beta=r e^{i \varphi}$. Then $y^{+}$is an extremal vector of $A$ and, therefore, $y^{+}>0$ and $A y^{+}=r y^{+}$. Let $B^{+}=\left\|b_{i j}^{\prime}\right\|$, where $b_{i j}^{\prime}=\left|b_{i j}\right|$. Then $B^{+} \leq A$ and $A y^{+}=r y^{+}=B^{+} y^{+}$and since $y^{+}>0$, then $B^{+}=A$. Consider the matrix $D=$ $\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$, where $d_{i}=y_{i} /\left|y_{i}\right|$. Then $y=D y^{+}$and the equality $B y=\beta y$ can be rewritten in the form $B D y^{+}=\beta D y^{+}$, i.e., $C y^{+}=r y^{+}$, where $C=e^{-i \varphi} D^{-1} B D$. The definition of $C$ implies that $C^{+}=B^{+}=A$. Let us prove now that $C^{+}=C$. Indeed, $C y^{+}=r y^{+}=B^{+} y^{+}=C^{+} y^{+}$and since $C^{+} \geq 0$ and $y^{+}>0$, then $C^{+} y^{+} \geq C y^{+}$, where equality is only possible if $C=C^{+}=A$.
37.3. Theorem. Let $A$ be a nonnegative irreducible matrix, $k$ the number of its distinct eigenvalues whose absolute values are equal to the maximal eigenvalue $r$ and $k>1$. Then there exists a permutation matrix $P$ such that the matrix $P A P^{T}$ is of the block form

$$
\left(\begin{array}{ccccc}
0 & A_{12} & 0 & \ldots & 0 \\
0 & 0 & A_{23} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ddots & A_{k-1, k} \\
A_{k 1} & 0 & 0 & \ldots & 0
\end{array}\right)
$$

Proof. The greatest in absolute value eigenvalues of $A$ are of the form $\alpha_{j}=$ $r \exp \left(i \varphi_{j}\right)$. Applying Theorem 37.2.2 to $B=A$, we get $A=\exp \left(i \varphi_{j}\right) D_{j} A D_{j}^{-1}$. Therefore,

$$
p(t)=|t I-A|=\left|t I-\exp \left(i \varphi_{j}\right) D_{j} A D_{j}^{-1}\right|=\lambda p\left(\exp \left(-i \varphi_{j}\right) t\right)
$$

The numbers $\alpha_{1}, \ldots, \alpha_{k}$ are roots of the polynomial $p$ and, therefore, they are invariant with respect to rotations through angles $\varphi_{j}$ (i.e., they constitute a group). Taking into account that the eigenvalue $r$ is simple (see Problem 37.4), we get
$\alpha_{j}=r \exp \left(\frac{2 j \pi i}{k}\right)$. Let $y_{1}$ be the eigenvector corresponding to the eigenvalue $\alpha_{1}=$ $r \exp \left(\frac{2 \pi i}{k}\right)$. Then $y_{1}^{+}>0$ and $y_{1}=D_{1} y_{1}^{+}$(see the proof of Theorem 37.2.2). There exists a permutation matrix $P$ such that

$$
P D_{1} P^{T}=\operatorname{diag}\left(e^{i \gamma_{1}} I_{1}, \ldots, e^{i \gamma_{s}} I_{s}\right),
$$

where the numbers $e^{i \gamma_{1}}, \ldots, e^{i \gamma_{s}}$ are distinct and $I_{1}, \ldots, I_{s}$ are unit matrices. If instead of $y_{1}$ we take $e^{-i \gamma_{1}} y_{1}$, then we may assume that $\gamma_{1}=0$.

Let us divide the matrix $P A P^{T}$ into blocks $A_{p q}$ in accordance with the division of the matrix $P D_{1} P^{T}$. Since $A=\exp \left(i \varphi_{j}\right) D_{j} A D_{j}^{-1}$, it follows that

$$
P A P^{T}=\exp \left(i \varphi_{1}\right)\left(P D_{1} P^{T}\right)\left(P A P^{T}\right)\left(P D_{1} P^{T}\right)^{-1}
$$

i.e.,

$$
A_{p q}=\exp \left[i\left(\gamma_{p}-\gamma_{q}+\frac{2 \pi}{k}\right)\right] A_{p q}
$$

Therefore, if $\frac{2 \pi}{k}+\gamma_{p} \not \equiv \gamma_{q}(\bmod 2 \pi)$, then $A_{p q}=0$. In particular $s>1$ since otherwise $A=0$.

The numbers $\gamma_{i}$ are distinct and, therefore, for any $p$ there exists no more than one number $q$ such that $A_{p q} \neq 0$ (in which case $q \neq p$ ). The irreducibility of $A$ implies that at least one such $q$ exists.

Therefore, there exists a map $p \mapsto q(p)$ such that $A_{p, q(p)} \neq 0$ and $\frac{2 \pi}{k}+\gamma_{p} \equiv \gamma_{q(p)}$ $(\bmod 2 \pi)$.

For $p=1$ we get $\gamma_{q(1)} \equiv \frac{2 \pi}{k}(\bmod 2 \pi)$. After permutations of rows and columns of $P A P^{T}$ we can assume that $\gamma_{q(1)}=\gamma_{2}$. By repeating similar arguments we can get

$$
\gamma_{q(j-1)}=\gamma_{j}=\frac{2 \pi(j-1)}{k} \text { for } 2 \leq j \leq \min (k, s)
$$

Let us prove that $s=k$. First, suppose that $1<s<k$. Then $\frac{2 \pi}{k}+\gamma_{s}-\gamma_{r} \not \equiv 0$ $\bmod 2 \pi$ for $1 \leq r \leq s-1$. Therefore, $A_{s r}=0$ for $1 \leq r \leq s-1$, i.e., $A$ is reducible.

Now, suppose that $s>k$. Then $\gamma_{i}=\frac{2(i-1) \pi}{k}$ for $1 \leq i \leq k$. The numbers $\gamma_{j}$ are distinct for $1 \leq j \leq s$ and for any $i$, where $1 \leq i \leq k$, there exists $j(1 \leq j \leq k)$ such that $\frac{2 \pi}{k}+\gamma_{i} \equiv \gamma_{j}(\bmod 2 \pi)$. Therefore, $\frac{2 \pi}{k}+\gamma_{i} \not \equiv \gamma_{r}(\bmod 2 \pi)$ for $1 \leq i \leq k$ and $k<r \leq s$, i.e., $A_{i r}=0$ for such $k$ and $r$. In either case we get contradiction, hence, $k=s$.

Now, it is clear that for the indicated choice of $P$ the matrix $P A P^{T}$ is of the required form.

Corollary. If $A>0$, then the maximal positive eigenvalue of $A$ is strictly greater than the absolute value of any of its other eigenvalues.
37.4. A nonnegative matrix $A$ is called primitive if it is irreducible and there is only one eigenvalue whose absolute value is maximal.

### 37.4.1. Theorem. If $A$ is primitive, then $A^{m}>0$ for some $m$.

Proof ([Marcus, Minc, 1975]). Dividing, if necessary, the elements of $A$ by the eigenvalue whose absolute value is maximal we can assume that $A$ is an irreducible matrix whose maximal eigenvalue is equal to 1 , the absolute values of the other eigenvalues being less than 1 .

Let $S^{-1} A S=\left(\begin{array}{cc}1 & 0 \\ 0 & B\end{array}\right)$ be the Jordan normal form of $A$. Since the absolute values of all eigenvalues of $B$ are less than 1 , it follows that $\lim _{n \rightarrow \infty} B^{n}=0$ (see Problem 34.5 a)). The first column $x^{T}$ of $S$ is the eigenvector of $A$ corresponding to the eigenvalue 1 (see Problem 11.6). Therefore, this vector is an extremal vector of $A$; hence, $x_{i}>0$ for all $i$ (see 37.2.1.2). Similarly, the first row, $y$, of $S^{-1}$ consists of positive elements. Hence,

$$
\lim _{n \rightarrow \infty} A^{n}=\lim _{n \rightarrow \infty} S\left(\begin{array}{cc}
1 & 0 \\
0 & B^{n}
\end{array}\right) S^{-1}=S\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) S^{-1}=x^{T} y>0
$$

and, therefore, $A^{m}>0$ for some $m$.
Remark. If $A \geq 0$ and $A^{m}>0$, then $A$ is primitive. Indeed, the irreducibility of $A$ is obvious; besides, the maximal positive eigenvalue of $A^{m}$ is strictly greater than the absolute value of any of its other eigenvalues and the eigenvalues of $A^{m}$ are obtained from the eigenvalues of $A$ by raising them to $m$ th power.
37.4.2. Theorem (Wielandt). Let A be a nonnegative primitive matrix of order n. Then $A^{n^{2}-2 n+2}>0$.

Proof (Following [Sedláček, 1959]). To a nonnegative matrix $A$ of order $n$ we can assign a directed graph with $n$ vertices by connecting the vertex $i$ with the vertex $j$ if $a_{i j}>0$ (the case $i=j$ is not excluded). The element $b_{i j}$ of $A^{s}$ is positive if and only if on the constructed graph there exists a directed path of length $s$ leading from vertex $i$ to vertex $j$.

Indeed, $b_{i j}=\sum a_{i i_{1}} a_{i_{1} i_{2}} \ldots a_{i_{s-1} j}$, where $a_{i i_{1}} a_{i_{1} i_{2}} \ldots a_{i_{s-1} j}>0$ if and only if the path $i i_{1} i_{2} \ldots i_{s-1} j$ runs over the directed edges of the graph.

To a primitive matrix there corresponds a connected graph, i.e., from any vertex we can reach any other vertex along a directed path. Among all cycles, select a cycle of the least length (if $a_{i i}>0$, then the edge $i i$ is such a cycle). Let, for definiteness sake, this be the cycle $12 \ldots l 1$. Then the elements $b_{11}, \ldots, b_{l l}$ of $A^{l}$ are positive.

From any vertex $i$ we can reach one of the vertices $1, \ldots, l$ along a directed path whose length does not exceed $n-l$. By continuing our passage along this cycle further, if necessary, we can turn this path into a path of length $n-l$.

Now, consider the matrix $A^{l}$. It is also primitive and a directed graph can also be assigned to it. Along this graph, from a vertex $j \in\{1, \ldots, l\}$ (which we have reached from the vertex $i$ ) we can traverse to any given vertex $k$ along a path whose length does not exceed $n-1$. Since the vertex $j$ is connected with itself, the same path can be turned into a path whose length is precisely equal to $n-1$. Therefore, for any vertices $i$ and $k$ on the graph corresponding to $A$ there exists a directed path of length $n-l+l(n-1)=l(n-2)+n$. If $l=n$, then the matrix $A$ can be reduced to the form

$$
\left(\begin{array}{ccccc}
0 & a_{12} & 0 & \ldots & 0 \\
0 & 0 & a_{23} & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ddots & a_{n-1, n} \\
a_{n 1} & 0 & 0 & \ldots & 0
\end{array}\right)
$$

this matrix is not primitive. Therefore $l \leq n-1$; hence, $l(n-2)+n \leq n^{2}-2 n+2$. It remains to notice that if $A \geq 0$ and $A^{p}>0$, then $A^{p+1}>0$ (Problem 37.1).

The estimate obtained in Theorem 37.4.2 is exact. It is reached, for instance, at the matrix

$$
A=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
1 & 1 & 0 & \ldots & 0
\end{array}\right)
$$

of order $n$, where $n \geq 3$. To this matrix we can assign the operator that acts as follows:

$$
A e_{1}=e_{n}, A e_{2}=e_{1}+e_{n}, A e_{3}=e_{2}, \ldots, A e_{n}=e_{n-1}
$$

Let $B=A^{n-1}$. It is easy to verify that

$$
B e_{1}=e_{2}, \quad B e_{2}=e_{2}+e_{3}, \quad B e_{3}=e_{3}+e_{4}, \ldots, B e_{n}=e_{n}+e_{1}
$$

Therefore, the matrix $B^{n-1}$ has just one zero element situated on the $(1,1)$ th position and the matrix $A B^{n-1}=A^{n^{2}-2 n+2}$ is positive.

## Problems

37.1. Prove that if $A \geq 0$ and $A^{k}>0$, then $A^{k+1}>0$.
37.2. Prove that a nonnegative eigenvector of an irreducible nonnegative matrix is positive.
37.3. Let $A=\left(\begin{array}{cc}B & C \\ D & E\end{array}\right)$ be a nonnegative irreducible matrix and $B$ a square matrix. Prove that if $\alpha$ and $\beta$ are the maximal eigenvalues of $A$ and $B$, then $\beta<\alpha$.
37.4. Prove that if $A$ is a nonnegative irreducible matrix, then its maximal eigenvalue is a simple root of its characteristic polynomial.
37.5. Prove that if $A$ is a nonnegative irreducible matrix and $a_{11}>0$, then $A$ is primitive.
37.6 ([Šidák, 1964]). A matrix $A$ is primitive. Can the number of positive elements of $A$ be greater than that of $A^{2}$ ?

## 38. Doubly stochastic matrices

38.1. A nonnegative matrix $A=\left\|a_{i j}\right\|_{1}^{n}$ is called doubly stochastic if $\sum_{i=1}^{n} a_{i k}=$ 1 and $\sum_{j=1}^{n} a_{k j}=1$ for all $k$.
38.1.1. Theorem. The product of doubly stochastic matrices is a doubly stochastic matrix.

Proof. Let $A$ and $B$ be doubly stochastic matrices and $C=A B$. Then

$$
\sum_{i=1}^{n} c_{i j}=\sum_{i=1}^{n} \sum_{p=1}^{n} a_{i p} b_{p j}=\sum_{p=1}^{n} b_{p j} \sum_{i=1}^{n} a_{i p}=\sum_{p=1}^{n} b_{p j}=1 .
$$

Similarly, $\sum_{j=1}^{n} c_{i j}=1$.
38.1.2. Theorem. If $A=\left\|a_{i j}\right\|_{1}^{n}$ is a unitary matrix, then the matrix $B=$ $\left\|b_{i j}\right\|_{1}^{n}$, where $b_{i j}=\left|a_{i j}\right|^{2}$, is doubly stochastic.

Proof. It suffices to notice that $\sum_{i=1}^{n}\left|a_{i j}\right|^{2}=\sum_{j=1}^{n}\left|a_{i j}\right|^{2}=1$.
38.2.1. Theorem (Birkhoff). The set of all doubly stochastic matrices of order $n$ is a convex polyhedron with permutation matrices as its vertices.

Let $i_{1}, \ldots, i_{k}$ be numbers of some of the rows of $A$ and $j_{1}, \ldots, j_{l}$ numbers of some of its columns. The matrix $\left\|a_{i j}\right\|$, where $i \in\left\{i_{1}, \ldots, i_{k}\right\}$ and $j \in\left\{j_{1}, \ldots, j_{l}\right\}$, is called a submatrix of $A$. By a snake in $A$ we will mean the set of elements $a_{1 \sigma(1)}, \ldots, a_{n \sigma(n)}$, where $\sigma$ is a permutation. In the proof of Birkhoff's theorem we will need the following statement.
38.2.2. Theorem (Frobenius-König). Each snake in a matrix $A$ of order $n$ contains a zero element if and only if $A$ contains a zero submatrix of size $s \times t$, where $s+t=n+1$.

Proof. First, suppose that on the intersection of rows $i_{1}, \ldots, i_{s}$ and columns $j_{1}, \ldots, j_{t}$ there stand zeros and $s+t=n+1$. Then at least one of the $s$ numbers $\sigma\left(i_{1}\right), \ldots, \sigma\left(i_{s}\right)$ belongs to $\left\{j_{1}, \ldots, j_{t}\right\}$ and, therefore, the corresponding element of the snake is equal to 0 .

Now, suppose that every snake in $A$ of order $n$ contains 0 and prove that then $A$ contains a zero submatrix of size $s \times t$, where $s+t=n+1$. The proof will be carried out by induction on $n$. For $n=1$ the statement is obvious.

Now, suppose that the statement is true for matrices of order $n-1$ and consider a nonzero matrix of order $n$. In it, take a zero element and delete the row and the column which contain it. In the resulting matrix of order $n-1$ every snake contains a zero element and, therefore, it has a zero submatrix of size $s_{1} \times t_{1}$, where $s_{1}+t_{1}=n$. Hence, the initial matrix $A$ can be reduced by permutation of rows and columns to the block form plotted on Figure 6 a).

## Figure 6

Suppose that a matrix $X$ has a snake without zero elements. Every snake in the matrix $Z$ can be complemented by this snake to a snake in $A$. Hence, every snake in $Z$ does contain 0 . As a result we see that either all snakes of $X$ or all snakes of $Z$ contain 0 . Let, for definiteness sake, all snakes of $X$ contain 0 . Then
$X$ contains a zero submatrix of size $p \times q$, where $p+q=s_{1}+1$. Hence, $A$ contains a zero submatrix of size $p \times\left(t_{1}+q\right)$ (on Figure 6 b ) this matrix is shaded). Clearly, $p+\left(t_{1}+q\right)=s_{1}+1+t_{1}=n+1$.

Corollary. Any doubly stochastic matrix has a snake consisting of positive elements.

Proof. Indeed, otherwise this matrix would contain a zero submatrix of size $s \times t$, where $s+t=n+1$. The sum of the elements of each of the rows considered and each of the columns considered is equal to 1 ; on the intersections of these rows and columns zeros stand and, therefore, the sum of the elements of these rows and columns alone is equal to $s+t=n+1$; this exceeds the sum of all elements which is equal to $n$. Contradiction.

Proof of the Birkhoff theorem. We have to prove that any doubly stochastic matrix $S$ can be represented in the form $S=\sum \lambda_{i} P_{i}$, where $P_{i}$ is a permutation matrix, $\lambda_{i} \geq 0$ and $\sum \lambda_{i}=1$.

We will use induction on the number $k$ of positive elements of a matrix $S$ of order $n$. For $k=n$ the statement is obvious since in this case $S$ is a permutation matrix. Now, suppose that $S$ is not a permutation matrix. Then this matrix has a positive snake (see Corollary 38.2.2). Let $P$ be a permutation matrix corresponding to this snake and $x$ the minimal element of the snake. Clearly, $x \neq 1$. The matrix $T=\frac{1}{1-x}(S-x P)$ is doubly stochastic and it has at least one positive element less than $S$. By inductive hypothesis $T$ can be represented in the needed form; besides, $S=x P+(1-x) T$.
38.2.3. Theorem. Any doubly stochastic matrix $S$ of order $n$ is a convex linear hull of no more than $n^{2}-2 n+2$ permutation matrices.

Proof. Let us cross out from $S$ the last row and the last column. $S$ is uniquely recovered from the remaining $(n-1)^{2}$ elements and, therefore, the set of doubly stochastic matrices of order $n$ can be considered as a convex polyhedron in the space of dimension $(n-1)^{2}$. It remains to make use of the result of Problem 7.2.

As an example of an application of the Birkhoff theorem, we prove the following statement.
38.2.4. Theorem (Hoffman-Wielandt). Let $A$ and $B$ be normal matrices; let $\alpha_{1}, \ldots, \alpha_{n}$ and $\beta_{1}, \ldots, \beta_{n}$ be their eigenvalues. Then

$$
\|A-B\|_{e}^{2} \geq \min _{\sigma} \sum_{i=1}^{n}\left(\alpha_{\sigma(i)}-\beta_{i}\right)^{2}
$$

where the minimum is taken over all permutations $\sigma$.
Proof. Let $A=V \Lambda_{a} V^{*}, B=W \Lambda_{b} W^{*}$, where $U$ and $W$ are unitary matrices and $\Lambda_{a}=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{n}\right), \Lambda_{b}=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{n}\right)$. Then

$$
\|A-B\|_{e}^{2}=\left\|W^{*}\left(V \Lambda_{a} V^{*}-W \Lambda_{b} W^{*}\right) W\right\|_{e}^{2}=\left\|U \Lambda_{a} U^{*}-\Lambda_{b}\right\|_{e}^{2}
$$

where $U=W^{*} V$. Besides,

$$
\begin{aligned}
\left\|U \Lambda_{a} U^{*}-\Lambda_{b}\right\|_{e}^{2} & =\operatorname{tr}\left(U \Lambda_{a} U^{*}-\Lambda_{b}\right)\left(U \Lambda_{a}^{*} U^{*}-\Lambda_{b}^{*}\right) \\
& =\operatorname{tr}\left(\Lambda_{a} \Lambda_{a}^{*}+\Lambda_{b} \Lambda_{b}^{*}\right)-2 \operatorname{Re} \operatorname{tr}\left(U \Lambda_{a} U^{*} \Lambda_{b}^{*}\right) \\
& =\sum_{i=1}^{n}\left(\left|\alpha_{i}\right|^{2}+\left|\beta_{i}\right|^{2}\right)-2 \sum_{i, j=1}^{n}\left|u_{i j}\right|^{2} \operatorname{Re}\left(\bar{\beta}_{i} \alpha_{j}\right) .
\end{aligned}
$$

Since the matrix $\left\|c_{i j}\right\|$, where $c_{i j}=\left|u_{i j}\right|^{2}$, is doubly stochastic, then

$$
\|A-B\|_{e}^{2} \geq \sum_{i=1}^{n}\left(\left|\alpha_{i}\right|^{2}+\left|\beta_{i}\right|^{2}\right)-2 \min \sum_{i, j=1}^{n} c_{i j} \operatorname{Re}\left(\bar{\beta}_{i} \alpha_{j}\right),
$$

where the minimum is taken over all doubly stochastic matrices $C$. For fixed sets of numbers $\alpha_{i}, \beta_{j}$ we have to find the minimum of a linear function on a convex polyhedron whose vertices are permutation matrices. This minimum is attained at one of the vertices, i.e., for a matrix $c_{i j}=\delta_{i, \sigma(i)}$. In this case

$$
2 \sum_{i, j=1}^{n} c_{i j} \operatorname{Re}\left(\bar{\beta}_{i} \alpha_{j}\right)=2 \sum_{i=1}^{n} \operatorname{Re}\left(\bar{\beta}_{i} \alpha_{\sigma(i)}\right) .
$$

Hence,

$$
\|A-B\|_{e}^{2} \geq \sum_{i=1}^{n}\left(\left|\alpha_{\sigma(i)}\right|^{2}+\left|\beta_{i}\right|^{2}-2 \operatorname{Re}\left(\bar{\beta}_{i} \alpha_{\sigma(i)}\right)\right)=\sum_{i=1}^{n}\left|\alpha_{\sigma(i)}-\beta_{i}\right|^{2} .
$$

38.3.1. Theorem. Let $x_{1} \geq x_{2} \geq \cdots \geq x_{n}$ and $y_{1} \geq \cdots \geq y_{n}$, where $x_{1}+\cdots+$ $x_{k} \leq y_{1}+\cdots+y_{k}$ for all $k<n$ and $x_{1}+\cdots+x_{n}=y_{1}+\cdots+y_{n}$. Then there exists a doubly stochastic matrix $S$ such that $S y=x$.

Proof. Let us assume that $x_{1} \neq y_{1}$ and $x_{n} \neq y_{n}$ since otherwise we can throw away several first or several last coordinates. The hypothesis implies that $x_{1} \leq y_{1}$ and $x_{1}+\cdots+x_{n-1} \leq y_{1}+\cdots+y_{n-1}$, i.e., $x_{n} \geq y_{n}$. Hence, $x_{1}<y_{1}$ and $x_{n}>y_{n}$. Now, consider the operator which is the identity on $y_{2}, \ldots, y_{n-1}$ and on $y_{1}$ and $y_{n}$ acts by the matrix $\left(\begin{array}{cc}\alpha & 1-\alpha \\ 1-\alpha & \alpha\end{array}\right)$. If $0<\alpha<1$, then the matrix $S_{1}$ of this operator is doubly stochastic. Select a number $\alpha$ so that $\alpha y_{1}+(1-\alpha) y_{n}=x_{1}$, i.e., $\alpha=\left(x_{1}-y_{n}\right)\left(y_{1}-y_{n}\right)^{-1}$. Since $y_{1}>x_{1} \geq x_{n}>y_{n}$, then $0<\alpha<1$. As a result, with the help of $S_{1}$ we pass from the set $y_{1}, y_{2}, \ldots, y_{n}$ to the set $x_{1}, y_{2}, \ldots, y_{n-1}, y_{n}^{\prime}$, where $y_{n}^{\prime}=(1-\alpha) y_{1}+\alpha y_{n}$. Since $x_{1}+y_{n}^{\prime}=y_{1}+y_{n}$, then $x_{2}+\cdots+x_{n-1}+x_{n}=y_{2}+\cdots+y_{n-1}+y_{n}^{\prime}$ and, therefore, for the sets $x_{2}, \ldots, x_{n}$ and $y_{2}, \ldots, y_{n-1}, y_{n}^{\prime}$ we can repeat similar arguments, etc. It remains to notice that the product of doubly stochastic matrices is a doubly stochastic matrix, see Theorem 38.1.1.
38.3.2. Theorem (H. Weyl's inequality). Let $\alpha_{1} \geq \cdots \geq \alpha_{n}$ be the absolute values of the eigenvalues of an invertible matrix $A$, and let $\sigma_{1} \geq \cdots \geq \sigma_{n}$ be its singular values. Then $\alpha_{1}^{s}+\cdots+\alpha_{k}^{s} \leq \sigma_{1}^{s}+\cdots+\sigma_{k}^{s}$ for all $k \leq n$ and $s>0$.

Proof. By Theorem 34.4.1, $\alpha_{1} \ldots \alpha_{n}=\sigma_{1} \ldots \sigma_{n}$ and $\alpha_{1} \ldots \alpha_{k} \leq \sigma_{1} \ldots \sigma_{k}$ for $k \leq n$. Let $x$ and $y$ be the columns $\left(\ln \alpha_{1}, \ldots, \ln \alpha_{n}\right)^{T}$ and $\left(\ln \sigma_{1}, \ldots, \ln \sigma_{n}\right)^{T}$. By Theorem 38.3.1 there exists a doubly stochastic matrix $S$ such that $x=S y$. Fix $k \leq n$ and for $u=\left(u_{1}, \ldots, u_{n}\right)$ consider the function $f(u)=f\left(u_{1}\right)+\cdots+f\left(u_{k}\right)$, where $f(t)=\exp (s t)$ is a convex function; the function $f$ is convex on a set of vectors with positive coordinates.

Now, fix a vector $u$ with positive coordinates and consider the function $g(S)=$ $f(S u)$ defined on the set of doubly stochastic matrices. If $0 \leq \alpha \leq 1$, then

$$
\begin{aligned}
g(\lambda S+(1-\lambda) T)=f(\lambda S u & +(1-\lambda) T u) \\
& \leq \lambda f(S U)+(1-\lambda) f(T u)=\lambda g(S)+(1-\lambda) g(T)
\end{aligned}
$$

i.e., $g$ is a convex function. A convex function defined on a convex polyhedron takes its maximal value at one of the polyhedron's vertices. Therefore, $g(S) \leq g(P)$, where $P$ is the matrix of permutation $\pi$ (see Theorem 38.2.1). As the result we get

$$
f(x)=f(S y)=g(S) \leq g(P)=f\left(y_{\pi(1)}, \ldots, y_{\pi(n)}\right)
$$

It remains to notice that

$$
f(x)=\exp \left(s \ln \alpha_{1}\right)+\cdots+\exp \left(s \ln \alpha_{k}\right)=\alpha_{1}^{s}+\cdots+\alpha_{k}^{s}
$$

and

$$
f\left(y_{\pi(1)}, \ldots, y_{\pi(n)}\right)=\sigma_{\pi(1)}^{s}+\cdots+\sigma_{\pi(k)}^{s} \leq \sigma_{1}^{s}+\cdots+\sigma_{k}^{s}
$$

## Problems

38.1 ([Mirsky, 1975]). Let $A=\left\|a_{i j}\right\|_{1}^{n}$ be a doubly stochastic matrix; $x_{1} \geq \cdots \geq$ $x_{n} \geq 0$ and $y_{1} \geq \cdots \geq y_{n} \geq 0$. Prove that $\sum_{r, s} a_{r s} x_{r} y_{s} \leq \sum_{r} x_{r} y_{r}$.
38.2 ([Bellman, Hoffman, 1954]). Let $\lambda_{1}, \ldots, \lambda_{n}$ be eigenvalues of an Hermitian matrix $H$. Prove that the point with coordinates $\left(h_{11}, \ldots, h_{n n}\right)$ belongs to the convex hull of the points whose coordinates are obtained from $\lambda_{1}, \ldots, \lambda_{n}$ under all possible permutations.

## Solutions

33.1. Theorem 20.1 shows that there exists a matrix $P$ such that $P^{*} A P=I$ and $P^{*} B P=\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{n}\right)$, where $\mu_{i} \geq 0$. Therefore, $|A+B|=d^{2} \prod\left(1+\mu_{i}\right)$, $|A|=d^{2}$ and $|B|=d^{2} \prod \mu_{i}$, where $d=|\operatorname{det} P|$. It is also clear that

$$
\prod\left(1+\mu_{i}\right)=1+\left(\mu_{1}+\cdots+\mu_{n}\right)+\cdots+\prod \mu_{i} \geq 1+\prod \mu_{i} .
$$

The inequality is strict if $\mu_{1}+\cdots+\mu_{n}>0$, i.e., at least one of the numbers $\mu_{1}, \ldots, \mu_{n}$ is nonzero.
33.2. As in the preceding problem, $\operatorname{det}(A+i B)=d^{2} \prod\left(\alpha_{k}+i \beta_{k}\right)$ and $\operatorname{det} A=$ $d^{2} \prod \alpha_{k}$, where $\alpha_{k}>0$ and $\beta_{k} \in \mathbb{R}$. Since $\left|\alpha_{k}+i \beta_{k}\right|^{2}=\left|\alpha_{k}\right|^{2}+\left|\beta_{k}\right|^{2}$, then $\left|\alpha_{k}+i \beta_{k}\right| \geq\left|\alpha_{k}\right|$ and the inequality is strict if $\beta_{k} \neq 0$.
33.3. Since $A-B=C>0$, then $A_{k}=B_{k}+C_{k}$, where $A_{k}, B_{k}, C_{k}>0$. Therefore, $\left|A_{k}\right|>\left|B_{k}\right|+\left|C_{k}\right|$ (cf. Problem 33.1).
33.4. Let $x+i y$ be a nonzero eigenvector of $C$ corresponding to the zero eigenvalue. Then

$$
(A+i B)(x+i y)=(A x-B y)+i(B x+A y)=0
$$

i.e., $A x=B y$ and $A y=-B x$. Therefore,

$$
0 \leq(A x, x)=(B y, x)=(y, B x)=-(y, A y) \leq 0,
$$

i.e., $(A x, x)=(A y, y)=0$. Hence, $A y=B y=0$ and, therefore, $A x=B x=0$ and $A y=B y=0$ and at least one of the vectors $x$ and $y$ is nonzero.
33.5. Let $z=\left(z_{1}, \ldots, z_{n}\right)$. The quadratic form $Q$ corresponding to the matrix considered is of the shape

$$
2 \sum_{i=1}^{n} x_{i} z_{0} z_{i}+(A z, z)=2 z_{0}(z, x)+(A z, z) .
$$

The form $Q$ is positive definite on a subspace of codimension 1 and, therefore, it remains to prove that the quadratic form $Q$ is not positive definite. If $x \neq$ 0 , then $(z, x) \neq 0$ for some $z$. Therefore, the number $z_{0}$ can be chosen so that $2 z_{0}(z, x)+(A z, z)<0$.
33.6. There exists a unitary matrix $U$ such that $U^{*} A U=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, where $\lambda_{i} \geq 0$. Besides, $\operatorname{tr}(A B)=\operatorname{tr}\left(U^{*} A U B^{\prime}\right)$, where $B^{\prime}=U^{*} B U$. Therefore, we can assume that $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. In this case

$$
\frac{\operatorname{tr}(A B)}{n}=\frac{\left(\sum \lambda_{i} b_{i i}\right)}{n} \geq\left(\Pi \lambda_{i} b_{i i}\right)^{1 / n}=|A|^{1 / n}\left(\Pi b_{i i}\right)^{1 / n}
$$

and $\prod b_{i i} \geq|B|=1$ (cf. 33.2). Thus, the minimum is attained at the matrix

$$
B=|A|^{1 / n} \operatorname{diag}\left(\lambda_{1}^{-1}, \ldots, \lambda_{n}^{-1}\right) .
$$

34.1. Let $\lambda$ be an eigenvalue of the given matrix. Then the system $\sum a_{i j} x_{j}=\lambda x_{i}$ $(i=1, \ldots, n)$ has a nonzero solution $\left(x_{1}, \ldots, x_{n}\right)$. Among the numbers $x_{1}, \ldots, x_{n}$ select the one with the greatest absolute value; let this be $x_{k}$. Since

$$
a_{k k} x_{k}-\lambda x_{k}=-\sum_{j \neq k} a_{k j} x_{j},
$$

we have

$$
\left|a_{k k} x_{k}-\lambda x_{k}\right| \leq \sum_{j \neq k}\left|a_{k j} x_{j}\right| \leq \rho_{k}\left|x_{k}\right|,
$$

i.e., $\left|a_{k k}-\lambda\right| \leq \rho_{k}$.
34.2. Let $S=V^{*} D V$, where $D=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, and $V$ is a unitary matrix. Then

$$
\operatorname{tr}(U S)=\operatorname{tr}\left(U V^{*} D V\right)=\operatorname{tr}\left(V U V^{*} D\right)
$$

Let $V U V^{*}=W=\left\|w_{i j}\right\|_{1}^{n}$; then $\operatorname{tr}(U S)=\sum w_{i i} \lambda_{i}$. Since $W$ is a unitary matrix, it follows that $\left|w_{i i}\right| \leq 1$ and, therefore,

$$
\left|\sum w_{i i} \lambda_{i}\right| \leq \sum\left|\lambda_{i}\right|=\sum \lambda_{i}=\operatorname{tr} S .
$$

If $S>0$, i.e., $\lambda_{i} \neq 0$ for all $i$, then $\operatorname{tr} S=\operatorname{tr}(U S)$ if and only if $w_{i i}=1$, i.e., $W=I$ and, therefore, $U=I$. The equality $\operatorname{tr} S=|\operatorname{tr}(U S)|$ for a positive definite matrix $S$ can only be satisfied if $w_{i i}=e^{i \varphi}$, i.e., $U=e^{i \varphi} I$.
34.3. Let $\alpha_{1} \geq \cdots \geq \alpha_{n} \geq 0$ and $\beta_{1} \geq \cdots \geq \beta_{n} \geq 0$ be the eigenvalues of $A$ and $B$. For nonnegative definite matrices the eigenvalues coincide with the singular values and, therefore,

$$
|\operatorname{tr}(A B)| \leq \sum \alpha_{i} \beta_{i} \leq\left(\sum \alpha_{i}\right)\left(\sum \beta_{i}\right)=\operatorname{tr} A \operatorname{tr} B
$$

(see Theorem 34.4.2).
34.4. The matrix $C=A B-B A$ is skew-Hermitian and, therefore, its eigenvalues are purely imaginary; hence, $\operatorname{tr}\left(C^{2}\right) \leq 0$. The inequality $\operatorname{tr}(A B-B A)^{2} \leq 0$ implies

$$
\operatorname{tr}(A B)^{2}+\operatorname{tr}(B A)^{2} \leq \operatorname{tr}(A B B A)+\operatorname{tr}(B A A B)
$$

It is easy to verify that $\operatorname{tr}(B A)^{2}=\operatorname{tr}(A B)^{2}$ and $\operatorname{tr}(A B B A)=\operatorname{tr}(B A A B)=$ $\operatorname{tr}\left(A^{2} B^{2}\right)$.
34.5. a) If $A^{k} \longrightarrow 0$ and $A x=\lambda x$, then $\lambda^{k} \longrightarrow 0$. Now, suppose that $\left|\lambda_{i}\right|<1$ for all eigenvalues of $A$. It suffices to consider the case when $A=\lambda I+N$ is a Jordan block of order $n$. In this case

$$
A^{k}=\binom{k}{0} \lambda^{k} I+\binom{k}{1} \lambda^{k-1} N+\cdots+\binom{k}{n} \lambda^{k-n} N^{n}
$$

since $N^{n+1}=0$. Each summand tends to zero since $\binom{k}{p}=k(k-1) \ldots(k-p+1) \leq k^{p}$ and $\lim _{k \longrightarrow \infty} k^{p} \lambda^{k}=0$.
b) If $A x=\lambda x$ and $H-A^{*} H A>0$ for $H>0$, then

$$
0<\left(H x-A^{*} H A x, x\right)=(H x, x)-(H \lambda x, \lambda x)=\left(1-|\lambda|^{2}\right)(H x, x) ;
$$

hence, $|\lambda|<1$. Now, suppose that $A^{k} \longrightarrow 0$. Then $\left(A^{*}\right)^{k} \longrightarrow 0$ and $\left(A^{*}\right)^{k} A^{k} \longrightarrow 0$. If $B x=\lambda x$ and $b=\max \left|b_{i j}\right|$, then $|\lambda| \leq n b$, where $n$ is the order of $B$. Hence, all eigenvalues of $\left(A^{*}\right)^{k} A^{k}$ tend to zero and, therefore, for a certain $m$ the absolute value of every eigenvalue $\alpha_{i}$ of the nonnegative definite matrix $\left(A^{*}\right)^{m} A^{m}$ is less than 1, i.e., $0 \leq \alpha_{i}<1$. Let

$$
H=I+A^{*} A+\cdots+\left(A^{*}\right)^{m-1} A^{m-1} .
$$

Then $H-A^{*} H A=I-\left(A^{*}\right)^{m} A^{m}$ and, therefore, the eigenvalues of the Hermitian matrix $H-A^{*} H A$ are equal to $1-\alpha_{i}>0$.
34.6. The eigenvalues of an Hermitian matrix $A^{*} A$ are equal and, therefore, $A^{*} A=t I$, where $t \in \mathbb{R}$. Hence, $U=t^{-1 / 2} A$ is a unitary matrix.
34.7. It suffices to apply the result of Problem 11.8 to the matrix $A^{*} A$.
34.8. It suffices to notice that $\left|\begin{array}{cc}\lambda I & -A \\ -A^{*} & \lambda I\end{array}\right|=\left|\lambda^{2} I-A^{*} A\right|$ (cf. 3.1).
35.1. Suppose that $A x=\lambda x, \lambda x \neq 0$. Then $A^{-1} x=\lambda^{-1} x$; therefore, $\max _{y} \frac{|A y|}{|y|} \geq$ $\frac{|A x|}{|x|}=\lambda$ and

$$
\left(\max _{y} \frac{\left|A^{-1} y\right|}{|y|}\right)^{-1}=\min _{y} \frac{|y|}{\left|A^{-1} y\right|} \leq \frac{|x|}{\left|A^{-1} x\right|}=\lambda .
$$

35.2. If $\|A B\|_{s} \neq 0$, then

$$
\|A B\|_{s}=\max _{x} \frac{|A B x|}{|x|}=\frac{\left|A B x_{0}\right|}{\left|x_{0}\right|}
$$

where $B x_{0} \neq 0$. Let $y=B x_{0}$; then

$$
\frac{\left|A B x_{0}\right|}{\left|x_{0}\right|}=\frac{|A y|}{|y|} \cdot \frac{\left|B x_{0}\right|}{\left|x_{0}\right|} \leq\|A\|_{s}\|B\|_{s}
$$

To prove the inequality $\|A B\|_{e} \leq\|A\|_{e}\|B\|_{e}$ it suffices to make use of the inequality

$$
\left|\sum_{k=1}^{n} a_{i k} b_{k j}\right|^{2} \leq\left(\sum_{k=1}^{n}\left|a_{i k}\right|^{2}\right)\left(\sum_{k=1}^{n}\left|b_{k j}\right|^{2}\right) .
$$

35.3. Let $\sigma_{1}, \ldots, \sigma_{n}$ be the singular values of the matrix $A$. Then the singular values of adj $A$ are equal to $\prod_{i \neq 1} \sigma_{i}, \ldots, \prod_{i \neq n} \sigma_{i}$ (Problem 34.7) and, therefore, $\|A\|_{e}^{2}=\sigma_{1}^{2}+\cdots+\sigma_{n}^{2}$ and

$$
\|\operatorname{adj} A\|_{e}^{2}=\prod_{i \neq 1} \sigma_{i}+\cdots+\prod_{i \neq n} \sigma_{i}
$$

First, suppose that $A$ is invertible. Then

$$
\|\operatorname{adj} A\|_{e}^{2}=\left(\sigma_{1}^{2} \ldots \sigma_{n}^{2}\right)\left(\sigma_{1}^{-2}+\cdots+\sigma_{n}^{-2}\right)
$$

Multiplying the inequalities

$$
\sigma_{1}^{2} \ldots \sigma_{n}^{2} \leq n^{-n}\left(\sigma_{1}^{2}+\cdots+\sigma_{n}^{2}\right)^{n} \text { and }\left(\sigma_{1}^{-2}+\cdots+\sigma_{n}^{-2}\right)\left(\sigma_{1}^{2}+\cdots+\sigma_{n}^{2}\right) \leq n^{2}
$$

we get

$$
\|\operatorname{adj} A\|_{e}^{2} \leq n^{2-n}\|A\|_{e}^{2(n-1)}
$$

Both parts of this inequality depend continuously on the elements of $A$ and, therefore, the inequality holds for noninvertible matrices as well. The inequality turns into equality if $\sigma_{1}=\cdots=\sigma_{n}$, i.e., if $A$ is proportional to a unitary matrix (see Problem 34.6).
36.1. By Theorem 36.1.4

$$
|A+B| \geq|A|\left(1+\sum_{k=1}^{n-1} \frac{\left|B_{k}\right|}{\left|A_{k}\right|}\right)+|B|\left(1+\sum_{k=1}^{n-1} \frac{\left|A_{k}\right|}{\left|B_{k}\right|}\right) .
$$

Besides, $\frac{\left|A_{k}\right|}{\left|B_{k}\right|} \geq 1$ (see Problem 33.3).
36.2. Consider a matrix $B(\lambda)=\left\|b_{i j}\right\|_{1}^{n}$, where $b_{i i}=1$ and $b_{i j}=\lambda$ for $i \neq j$. It is possible to reduce the Hermitian form corresponding to this matrix to the shape $\lambda\left|\sum x_{i}\right|^{2}+(1-\lambda) \sum\left|x_{i}\right|^{2}$ and, therefore $B(\lambda)>0$ for $0<\lambda<1$. The matrix $C(\lambda)=A \circ B(\lambda)$ is Hermitian for real $\lambda$ and $\lim _{\lambda \longrightarrow 1} C(\lambda)=A>0$. Hence, $C\left(\lambda_{0}\right)>0$ for a certain $\lambda_{0}>1$. Since $B\left(\lambda_{0}\right) \circ B\left(\lambda_{0}^{-1}\right)$ is the matrix all of whose elements are 1, it follows that $A=C\left(\lambda_{0}\right) \circ B\left(\lambda_{0}^{-1}\right)>0$.
36.3. If $B>0$, then we can make use of Schur's theorem (see Theorem 36.2.1). Now, suppose that $\operatorname{rank} B=k$, where $0<k<\operatorname{rank} A$. Then $B$ contains a positive definite principal submatrix $M(B)$ of rank $k$ (see Problem 19.5). Let $M(A)$ be the corresponding submatrix of $A$; since $A>0$, it follows that $M(A)>0$. By the Schur theorem the submatrix $M(A) \circ M(B)$ of $A \circ B$ is invertible.
37.1. Let $A \geq 0$ and $B>0$. The matrix $C=A B$ has a nonzero element $c_{p q}$ only if the $p$ th row of $A$ is zero. But then the $p$ th row of $A^{k}$ is also zero.
37.2. Suppose that the given eigenvector is not positive. We may assume that it is of the form $\binom{x}{0}$, where $x>0$. Then $\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)\binom{x}{0}=\binom{A x}{C x}$, and, therefore,
$C x=0$. Since $C \geq 0$, then $C=0$ and, therefore, the given matrix is decomposable. Contradiction.
37.3. Let $y \geq 0$ be a nonzero eigenvector of $B$ corresponding to the eigenvalue $\beta$ and $x=\binom{y}{0}$. Then

$$
A x=\left(\begin{array}{cc}
B & C \\
D & E
\end{array}\right)\binom{y}{0}=\binom{B y}{0}+\binom{0}{D y}=\beta x+z
$$

where $z=\binom{0}{D y} \geq 0$. The equality $A x=\beta x$ cannot hold since the eigenvector of an indecomposable matrix is positive (cf. Problem 37.2). Besides,

$$
\sup \{t \geq 0 \mid A x-t x \geq 0\} \geq \beta
$$

and if $\beta=\alpha$, then $x$ is an extremal vector (cf. Theorem 37.2.1); therefore, $A x=\beta x$. The contradiction obtained means that $\beta<\alpha$.
37.4. Let $f(\lambda)=|\lambda I-A|$. It is easy to verify that $f^{\prime}(\lambda)=\sum_{i=1}^{n}\left|\lambda I-A_{i}\right|$, where $A_{i}$ is a matrix obtained from $A$ by crossing out the $i$ th row and the $i$ th column (see Problem 11.7). If $r$ and $r_{i}$ are the greatest eigenvalues of $A$ and $A_{i}$, respectively, then $r>r_{i}$ (see Problem 37.3). Therefore, all numbers $\left|r I-A_{i}\right|$ are positive. Hence, $f^{\prime}(r) \neq 0$.
37.5. Suppose that $A$ is not primitive. Then for a certain permutation matrix $P$ the matrix $P A P^{T}$ is of the form indicated in the hypothesis of Theorem 37.3. On the other hand, the diagonal elements of $P A P^{T}$ are obtained from the diagonal elements of $A$ under a permutation. Contradiction.
37.6. Yes, it can. For instance consider a nonnegative matrix $A$ corresponding to the directed graph

$$
\begin{aligned}
& 1 \longrightarrow(1,2), 2 \longrightarrow(3,4,5), 3 \longrightarrow(6,7,8), 4 \longrightarrow(6,7,8), \\
& 5 \longrightarrow(6,7,8), 6 \longrightarrow(9), 7 \longrightarrow(9), 8 \longrightarrow(9), 9 \longrightarrow(1)
\end{aligned}
$$

It is easy to verify that the matrix $A$ is indecomposable and, since $a_{11}>0$, it is primitive (cf. Problem 37.5). The directed graph

$$
\begin{aligned}
& 1 \longrightarrow(1,2,3,4,5), 2 \longrightarrow(6,7,8), 3 \longrightarrow(9), 4 \longrightarrow(9) \\
& 5 \longrightarrow(9), 6 \longrightarrow(1), 7 \longrightarrow(1), 8 \longrightarrow(1), 9 \longrightarrow(1,2)
\end{aligned}
$$

corresponds to $A^{2}$. The first graph has 18 edges, whereas the second one has 16 edges.
38.1. There exist nonnegative numbers $\xi_{i}$ and $\eta_{i}$ such that $x_{r}=\xi_{r}+\cdots+\xi_{n}$ and $y_{r}=\eta_{r}+\cdots+\eta_{n}$. Therefore,

$$
\begin{aligned}
& \sum_{r} x_{r} y_{r}-\sum_{r, s} a_{r s} x_{r} y_{s}=\sum_{r, s}\left(\delta_{r s}-a_{r s}\right) x_{r} y_{s} \\
&= \sum_{r, s}\left(\delta_{r s}-a_{r s}\right) \sum_{i \geq r} \xi_{i} \sum_{j \geq s} \eta_{j}=\sum_{i, j} \xi_{i} \eta_{j} \sum_{r \leq i} \sum_{s \leq j}\left(\delta_{r s}-a_{r s}\right) .
\end{aligned}
$$

It suffices to verify that $\sum_{r \leq i} \sum_{s \leq j}\left(\delta_{r s}-a_{r s}\right) \geq 0$. If $i \leq j$, then $\sum_{r \leq i} \sum_{s \leq j} \delta_{r s}=$ $\sum_{r \leq i} \sum_{s=1}^{n} \delta_{r s}$ and, therefore,

$$
\sum_{r \leq i} \sum_{s \leq j}\left(\delta_{r s}-a_{r s}\right) \geq \sum_{r \leq i} \sum_{s=1}^{n}\left(\delta_{r s}-a_{r s}\right)=0
$$

The case $i \geq j$ is similar.
38.2. There exists a unitary matrix $U$ such that $H=U \Lambda U^{*}$, where $\Lambda=$ $\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. Since $h_{i j}=\sum_{k} u_{i k} \bar{u}_{j k} \lambda_{k}$, then $h_{i i}=\sum_{k} x_{i k} \lambda_{k}$, where $x_{i k}=$ $\left|u_{i k}\right|^{2}$. Therefore, $h=X \lambda$, where $h$ is the column $\left(h_{11}, \ldots, h_{n n}\right)^{T}$ and $\lambda$ is the column $\left(\lambda_{1}, \ldots, \lambda_{n}\right)^{T}$ and where $X$ is a doubly stochastic matrix. By Theorem 38.2.1, $X=\sum_{\sigma} t_{\sigma} P_{\sigma}$, where $P_{\sigma}$ is the matrix of the permutation $\sigma, t_{\sigma} \geq 0$ and $\sum_{\sigma} t_{\sigma}=1$. Hence, $h=\sum_{\sigma} t_{\sigma}\left(P_{\sigma} \lambda\right)$.

## MATRICES IN ALGEBRA AND CALCULUS

## 39. Commuting matrices

39.1. Square matrices $A$ and $B$ of the same order are said to be commuting if $A B=B A$. Let us describe the set of all matrices $X$ commuting with a given matrix $A$. Since the equalities $A X=X A$ and $A^{\prime} X^{\prime}=X^{\prime} A^{\prime}$, where $A^{\prime}=P A P^{-1}$ and $X^{\prime}=P X P^{-1}$ are equivalent, we may assume that $A=\operatorname{diag}\left(J_{1}, \ldots, J_{k}\right)$, where $J_{1}, \ldots, J_{k}$ are Jordan blocks. Let us represent $X$ in the corresponding block form $X=\left\|X_{i j}\right\|_{1}^{k}$. The equation $A X=X A$ is then equivalent to the system of equations

$$
J_{i} X_{i j}=X_{i j} J_{j}
$$

It is not difficult to verify that if the eigenvalues of the matrices $J_{i}$ and $J_{j}$ are distinct then the equation $J_{i} X_{i j}=X_{i j} J_{j}$ has only the zero solution and, if $J_{i}$ and $J_{j}$ are Jordan blocks of order $m$ and $n$, respectively, corresponding to the same eigenvalue, then any solution of the equation $J_{i} X_{i j}=X_{i j} J_{j}$ is of the form ( $\left.\begin{array}{ll}Y & 0\end{array}\right)$ or $\binom{Y}{0}$, where

$$
Y=\left(\begin{array}{cccc}
y_{1} & y_{2} & \ldots & y_{k} \\
0 & y_{1} & \ldots & y_{k-1} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & y_{1}
\end{array}\right)
$$

and $k=\min (m, n)$. The dimension of the space of such matrices $Y$ is equal to $k$.
Thus, we have obtained the following statement.
39.1.1. Theorem. Let Jordan blocks of size $a_{1}(\lambda), \ldots, a_{r}(\lambda)$ correspond to an eigenvalue $\lambda$ of a matrix $A$. Then the dimension of the space of solutions of the equation $A X=X A$ is equal to

$$
\sum_{\lambda} \sum_{i, j} \min \left(a_{i}(\lambda), a_{j}(\lambda)\right) .
$$

39.1.2. Theorem. Let $m$ be the dimension of the space of solutions of the equation $A X=X A$, where $A$ is a square matrix of order $n$. Then the following conditions are equivalent:
a) $m=n$;
b) the characteristic polynomial of $A$ coincides with the minimal polynomial;
c) any matrix commuting with $A$ is a polynomial in $A$.

Proof. a) $\Longleftrightarrow$ b) By Theorem 39.1.1

$$
m=\sum_{\lambda} \sum_{i, j} \min \left(a_{i}(\lambda), a_{j}(\lambda)\right) \geq \sum_{\lambda} \sum_{i} a_{i}(\lambda)=n
$$

with equality if and only if the Jordan blocks of $A$ correspond to distinct eigenvalues, i.e., the characteristic polynomial coincides with the minimal polynomial.
$\mathrm{b}) \Longrightarrow \mathrm{c})$ If the characteristic polynomial of $A$ coincides with the minimal polynomial then the dimension of $\operatorname{Span}\left(I, A, \ldots, A^{n-1}\right)$ is equal to $n$ and, therefore, it coincides with the space of solutions of the equation $A X=X A$, i.e., any matrix commuting with $A$ is a polynomial in $A$.
c) $\Longrightarrow$ a) If every matrix commuting with $A$ is a polynomial in $A$, then, thanks to the Cayley-Hamilton theorem, the space of solutions of the equation $A X=X A$ is contained in the space $\operatorname{Span}\left(I, A, \ldots, A^{k-1}\right)$ and $k \leq n$. On the other hand, $k \geq m \geq n$ and, therefore, $m=n$.
39.2.1. Theorem. Commuting operators $A$ and $B$ in a space $V$ over $\mathbb{C}$ have a common eigenvector.

Proof. Let $\lambda$ be an eigenvalue of $A$ and $W \subset V$ the subspace of all eigenvectors of $A$ corresponding to $\lambda$. Then $B W \subset W$. Indeed if $A w=\lambda w$ then $A(B w)=$ $B A w=\lambda(B w)$. The restriction of $B$ to $W$ has an eigenvector $w_{0}$ and this vector is also an eigenvector of $A$ (corresponding to the eigenvalue $\lambda$ ).
39.2.2. Theorem. Commuting diagonalizable operators $A$ and $B$ in a space $V$ over $\mathbb{C}$ have a common eigenbasis.

Proof. For every eigenvalue $\lambda$ of $A$ consider the subspace $V_{\lambda}$ consisting of all eigenvectors of $A$ corresponding to the eigenvalue $\lambda$. Then $V=\oplus_{\lambda} V_{\lambda}$ and $B V_{\lambda} \subset V_{\lambda}$. The restriction of the diagonalizable operator $B$ to $V_{\lambda}$ is a diagonalizable operator. Indeed, the minimal polynomial of the restriction of $B$ to $V_{\lambda}$ is a divisor of the minimal polynomial of $B$ and the minimal polynomial of $B$ has no multiple roots. For every eigenvalue $\mu$ of the restriction of $B$ to $V_{\lambda}$ consider the subspace $V_{\lambda, \mu}$ consisting of all eigenvectors of the restriction of $B$ to $V_{\lambda}$ corresponding to the eigenvalue $\mu$. Then $V_{\lambda}=\oplus_{\mu} V_{\lambda, \mu}$ and $V=\oplus_{\lambda, \mu} V_{\lambda, \mu}$. By selecting an arbitrary basis in every subspace $V_{\lambda, \mu}$, we finally obtain a common eigenbasis of $A$ and $B$.

We can similarly construct a common eigenbasis for any finite family of pairwise commuting diagonalizable operators.
39.3. Theorem. Suppose the matrices $A$ and $B$ are such that any matrix commuting with $A$ commutes also with $B$. Then $B=g(A)$, where $g$ is a polynomial.

Proof. It is possible to consider the matrices $A$ and $B$ as linear operators in a certain space $V$. For an operator $A$ there exists a cyclic decomposition $V=$ $V_{1} \oplus \cdots \oplus V_{k}$ with the following property (see 14.1): $A V_{i} \subset V_{i}$ and the restriction $A_{i}$ of $A$ to $V_{i}$ is a cyclic block; the characteristic polynomial of $A_{i}$ is equal to $p_{i}$, where $p_{i}$ is divisible by $p_{i+1}$ and $p_{1}$ is the minimal polynomial of $A$.

Let the vector $e_{i}$ span $V_{i}$, i.e., $V_{i}=\operatorname{Span}\left(e_{i}, A e_{i}, A^{2} e_{i}, \ldots\right)$ and $P_{i}: V \longrightarrow V_{i}$ be a projection. Since $A V_{i} \subset V_{i}$, then $A P_{i} v=P_{i} A v$ and, therefore, $P_{i} B=B P_{i}$. Hence, $B e_{i}=B P_{i} e_{i}=P_{i} B e_{i} \in V_{i}$, i.e., $B e_{i}=g_{i}(A) e_{i}$, where $g_{i}$ is a polynomial. Any vector $v_{i} \in V_{i}$ is of the form $f(A) e_{i}$, where $f$ is a polynomial. Therefore, $B v_{i}=g_{i}(A) v_{i}$. Let us prove that $g_{i}(A) v_{i}=g_{1}(A) v_{i}$, i.e., we can take $g_{1}$ for the required polynomial $g$.

Let us consider an operator $X_{i}: V \longrightarrow V$ that sends vector $f(A) e_{i}$ to $\left(f n_{i}\right)(A) e_{1}$, where $n_{i}=p_{1} p_{i}^{-1}$, and that sends every vector $v_{j} \in V_{j}$, where $j \neq i$, into itself.

First, let us verify that the operator $X_{i}$ is well defined. Let $f(A) e_{i}=0$, i.e., let $f$ be divisible by $p_{i}$. Then $n_{i} f$ is divisible by $n_{i} p_{i}=p_{1}$ and, therefore, $\left(f n_{i}\right)(A) e_{1}=0$. It is easy to check that $X_{i} A=A X_{i}$ and, therefore, $X_{i} B=B X_{i}$.

On the other hand, $X_{i} B e_{i}=\left(n_{i} g_{i}\right)(A) e_{1}$ and $B X_{i} e_{i}=\left(n_{i} g_{1}\right)(A) e_{1}$; hence, $n_{i}(A)\left[g_{i}(A)-g_{1}(A)\right] e_{1}=0$. It follows that the polynomial $n_{i}\left(g_{i}-g_{1}\right)$ is divisible by $p_{1}=n_{i} p_{i}$, i.e., $g_{i}-g_{1}$ is divisible by $p_{i}$ and, therefore, $g_{i}(A) v_{i}=g_{1}(A) v_{i}$ for any $v_{i} \in V_{i}$.

## Problems

39.1. Let $A=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, where the numbers $\lambda_{i}$ are distinct, and let a matrix $X$ commute with $A$.
a) Prove that $X$ is a diagonal matrix.
b) Let, besides, the numbers $\lambda_{i}$ be nonzero and let $X$ commute with $N A$, where $N=\left|\delta_{i+1, j}\right|_{1}^{n}$. Prove that $X=\lambda I$.
39.2. Prove that if $X$ commutes with all matrices then $X=\lambda I$.
39.3. Find all matrices commuting with $E$, where $E$ is the matrix all elements of which are equal to 1 .
39.4. Let $P_{\sigma}$ be the matrix corresponding to a permutation $\sigma$. Prove that if $A P_{\sigma}=P_{\sigma} A$ for all $\sigma$ then $A=\lambda I+\mu E$, where $E$ is the matrix all elements of which are equal to 1 .
39.5. Prove that for any complex matrix $A$ there exists a matrix $B$ such that $A B=B A$ and the characteristic polynomial of $B$ coincides with the minimal polynomial.
39.6. a) Let $A$ and $B$ be commuting nilpotent matrices. Prove that $A+B$ is a nilpotent matrix.
b) Let $A$ and $B$ be commuting diagonalizable matrices. Prove that $A+B$ is diagonalizable.
39.7. In a space of dimension $n$, there are given (distinct) commuting with each other involutions $A_{1}, \ldots, A_{m}$. Prove that $m \leq 2^{n}$.
39.8. Diagonalizable operators $A_{1}, \ldots, A_{n}$ commute with each other. Prove that all these operators can be polynomially expressed in terms of a diagonalizable operator.
39.9. In the space of matrices of order $2 m$, indicate a subspace of dimension $m^{2}+1$ consisting of matrices commuting with each other.

## 40. Commutators

40.1. Let $A$ and $B$ be square matrices of the same order. The matrix

$$
[A, B]=A B-B A
$$

is called the commutator of the matrices $A$ and $B$. The equality $[A, B]=0$ means that $A$ and $B$ commute.

It is easy to verify that $\operatorname{tr}[A, B]=0$ for any $A$ and $B$; cf. 11.1.
It is subject to an easy direct verification that the following Jacobi identity holds:

$$
[A,[B, C]]+[B,[C, A]]+[C,[A, B]]=0
$$

An algebra (not necessarily matrix) is called a Lie algebraie algebra if the multiplication (usually called bracketracket and denoted by $[\cdot, \cdot]$ ) in this algebra is a
skew-commutative, i.e., $[A, B]=-[B, A]$, and satisfies Jacobi identity. The map $\operatorname{ad}_{A}: M_{n, n} \longrightarrow M_{n, n}$ determined by the formula $\operatorname{ad}_{A}(X)=[A, X]$ is a linear operator in the space of matrices. The map which to every matrix $A$ assigns the operator $\mathrm{ad}_{A}$ is called the adjoint representation of $M_{n, n}$. The adjoint representation has important applications in the theory of Lie algebras.

The following properties of $\mathrm{ad}_{A}$ are easy to verify:

1) $\operatorname{ad}_{[A, B]}=\operatorname{ad}_{A} \operatorname{ad}_{B}-\operatorname{ad}_{B} \operatorname{ad}_{A}$ (this equality is equivalent to the Jacobi identity);
2) the operator $D=\operatorname{ad}_{A}$ is a derivatiation of the matrix algebra, i.e.,

$$
D(X Y)=X D(Y)+(D X) Y
$$

3) $D^{n}(X Y)=\sum_{k=0}^{n}\binom{n}{k}\left(D^{k} X\right)\left(D^{n-k} Y\right)$;
4) $D\left(X^{n}\right)=\sum_{k=0}^{n-1} X^{k}(D X) X^{n-1-k}$.
40.2. If $A=[X, Y]$, then $\operatorname{tr} A=0$. It turns out that the converse is also true: if $\operatorname{tr} A=0$ then there exist matrices $X$ and $Y$ such that $A=[X, Y]$. Moreover, we can impose various restrictions on the matrices $X$ and $Y$.
40.2.1. Theorem ([Fregus, 1966]). Let $\operatorname{tr} A=0$; then there exist matrices $X$ and $Y$ such that $X$ is an Hermitian matrix, $\operatorname{tr} Y=0$, and $A=[X, Y]$.

Proof. There exists a unitary matrix $U$ such that all the diagonal elements of $U A U^{*}=B=\left\|b_{i j}\right\|_{1}^{n}$ are zeros (see 15.2). Consider a matrix $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$, where $d_{1}, \ldots, d_{n}$ are arbitrary distinct real numbers. Let $Y_{1}=\left\|y_{i j}\right\|_{1}^{n}$, where $y_{i i}=0$ and $y_{i j}=\frac{b_{i j}}{d_{i}-d_{j}}$ for $i \neq j$. Then

$$
D Y_{1}-Y_{1} D=\left\|\left(d_{i}-d_{j}\right) y_{i j}\right\|_{1}^{n}=\left\|b_{i j}\right\|_{1}^{n}=U A U^{*} .
$$

Therefore,

$$
A=U^{*} D Y_{1} U-U^{*} Y_{1} D U=X Y-Y X
$$

where $X=U^{*} D U$ and $Y=U^{*} Y_{1} U$. Clearly, $X$ is an Hermitian matrix and $\operatorname{tr} Y=0$.

Remark. If $A$ is a real matrix, then the matrices $X$ and $Y$ can be selected to be real ones.
40.2.2. Theorem ([Gibson, 1975]). Let $\operatorname{tr} A=0$ and $\lambda_{1}, \ldots, \lambda_{n}, \mu_{1}, \ldots, \mu_{n}$ be given complex numbers such that $\lambda_{i} \neq \lambda_{j}$ for $i \neq j$. Then there exist complex matrices $X$ and $Y$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ and $\mu_{1}, \ldots, \mu_{n}$, respectively, such that $A=[X, Y]$.

Proof. There exists a matrix $P$ such that all diagonal elements of the matrix $P A P^{-1}=B=\left\|b_{i j}\right\|_{1}^{n}$ are zero (see 15.1). Let $D=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and $c_{i j}=$ $\frac{b_{i j}}{\left(\lambda_{i}-\lambda_{j}\right)}$ for $i \neq j$. The diagonal elements $c_{i i}$ of $C$ can be selected so that the eigenvalues of $C$ are $\mu_{1}, \ldots, \mu_{n}$ (see 48.2). Then

$$
D C-C D=\left\|\left(\lambda_{i}-\lambda_{j}\right) c_{i j}\right\|_{1}^{n}=B .
$$

It remains to set $X=P^{-1} D P$ and $Y=P^{-1} C P$.
Remark. This proof is valid over any algebraically closed field.
40.3. Theorem ([Smiley, 1961]). Suppose the matrices $A$ and $B$ are such that for a certain integer $s>0$ the identity $\operatorname{ad}_{A}^{s} X=0$ implies $\operatorname{ad}_{X}^{s} B=0$. Then $B$ can be expressed as a polynomial of $A$.

Proof. The case $s=1$ was considered in Section 39.3; therefore, in what follows we will assume that $s \geq 2$. Observe that for $s \geq 2$ the identity $\operatorname{ad}_{A}^{s} X=0$ does not necessarily imply $\operatorname{ad}_{X}^{s} A=0$.

We may assume that $A=\operatorname{diag}\left(J_{1}, \ldots, J_{t}\right)$, where $J_{i}$ is a Jordan block. Let $X=$ $\operatorname{diag}(1, \ldots, n)$. It is easy to verify that $\operatorname{ad}_{A}^{2} X=0$ (see Problem 40.1); therefore, $\operatorname{ad}_{A}^{s} X=0$ and $\operatorname{ad}_{X}^{s} B=0$. The matrix $X$ is diagonalizable and, therefore, $\operatorname{ad}_{X} B=$ 0 (see Problem 40.6). Hence, $B$ is a diagonal matrix (see Problem 39.1 a)). In accordance with the block notation $A=\operatorname{diag}\left(J_{1}, \ldots, J_{t}\right)$ let us express the matrices $B$ and $X$ in the form $B=\operatorname{diag}\left(B_{1}, \ldots, B_{t}\right)$ and $X=\operatorname{diag}\left(X_{1}, \ldots, X_{t}\right)$. Let

$$
Y=\operatorname{diag}\left(\left(J_{1}-\lambda_{1} I\right) X_{1}, \ldots,\left(J_{t}-\lambda_{t} I\right) X_{t}\right),
$$

where $\lambda_{i}$ is the eigenvalue of the Jordan block $J_{i}$. Then $\operatorname{ad}_{A}^{2} Y=0$ (see Problem 40.1). Hence, $\operatorname{ad}_{A}^{2}(X+Y)=0$ and, therefore, $\operatorname{ad}_{X+Y}^{s} B=0$. The matrix $X+Y$ is diagonalizable, since its eigenvalues are equal to $1, \ldots, n$. Hence, $\operatorname{ad}_{X+Y} B=0$ and, therefore, $\operatorname{ad}_{Y} B=0$.

The equations $[X, B]=0$ and $[Y, B]=0$ imply that $B_{i}=b_{i} I$ (see Problem 39.1). Let us prove that if the eigenvalues of $J_{i}$ and $J_{i+1}$ are equal, then $b_{i}=b_{i+1}$. Consider the matrix

$$
U=\left(\begin{array}{cccc}
0 & \ldots & 0 & 1 \\
0 & \ldots & 0 & 0 \\
\vdots & \ldots & \vdots & \vdots \\
0 & \ldots & 0 & 0
\end{array}\right)
$$

of order equal to the sum of the orders of $J_{i}$ and $J_{i+1}$. In accordance with the block expression $A=\operatorname{diag}\left(J_{1}, \ldots, J_{t}\right)$ introduce the matrix $Z=\operatorname{diag}(0, U, 0)$. It is easy to verify that $Z A=A Z=\lambda Z$, where $\lambda$ is the common eigenvalue of $J_{i}$ and $J_{i+1}$. Hence,

$$
\operatorname{ad}_{A}(X+Z)=\operatorname{ad}_{A} Z=0, \quad \operatorname{ad}_{A}^{s}(X+Y)=0,
$$

and $\operatorname{ad}_{X+Z}^{s} B=0$. Since the eigenvalues of $X+Z$ are equal to $1, \ldots, n$, it follows that $X+Z$ is diagonalizable and, therefore, $\operatorname{ad}_{X+Z} B=0$. Since $[X, B]=0$, then $[Z, B]=[X+Z, B]=0$, i.e., $b_{i}=b_{i+1}$.

We can assume that $A=\operatorname{diag}\left(M_{1}, \ldots, M_{q}\right)$, where $M_{i}$ is the union of Jordan blocks with equal eigenvalues. Then $B=\operatorname{diag}\left(B_{1}^{\prime}, \ldots, B_{q}^{\prime}\right)$, where $B_{i}^{\prime}=b_{i}^{\prime} I$. The identity $[W, A]=0$ implies that $W=\operatorname{diag}\left(W_{1}, \ldots, W_{q}\right)$ (see 39.1) and, therefore, $[W, B]=0$. Thus, the case $s \geq 2$ reduces to the case $s=1$.
40.4. Matrices $A_{1}, \ldots, A_{m}$ are said to be simultaneously triangularizable if there exists a matrix $P$ such that all matrices $P^{-1} A_{i} P$ are upper triangular.

Theorem ([Drazin, Dungey, Greunberg, 1951]). Matrices $A_{1}, \ldots, A_{m}$ are simultaneously triangularizable if and only if the matrix $p\left(A_{1}, \ldots, A_{m}\right)\left[A_{i}, A_{j}\right]$ is nilpotent for every polynomial $p\left(x_{1}, \ldots, x_{m}\right)$ in noncommuting indeterminates.

Proof. If the matrices $A_{1}, \ldots, A_{m}$ are simultaneously triangularizable then the matrices $P^{-1}\left[A_{i}, A_{j}\right] P$ and $P^{-1} p\left(A_{1}, \ldots, A_{m}\right) P$ are upper triangular and all
diagonal elements of the first matrix are zeros. Hence, the product of these matrices is a nilpotent matrix, i.e., the matrix $p\left(A_{1}, \ldots, A_{m}\right)\left[A_{i}, A_{j}\right]$ is nilpotent.

Now, suppose that every matrix of the form $p\left(A_{1}, \ldots, A_{m}\right)\left[A_{i}, A_{j}\right]$ is nilpotent; let us prove that then the matrices $A_{1}, \ldots, A_{m}$ are simultaneously triangularizable.

First, let us prove that for every nonzero vector $u$ there exists a polynomial $h\left(x_{1}, \ldots, x_{m}\right)$ such that $h\left(A_{1}, \ldots, A_{m}\right) u$ is a nonzero common eigenvector of the matrices $A_{1}, \ldots, A_{m}$.

Proof by induction on $m$. For $m=1$ there exists a number $k$ such that the vectors $u, A_{1} u, \ldots, A_{1}^{k-1} u$ are linearly independent and $A_{1}^{k} u=a_{k-1} A_{1}^{k-1} u+\cdots+a_{0} u$. Let $g(x)=x^{k}-a_{k-1} x^{k-1}-\cdots-a_{0}$ and $g_{0}(x)=\frac{g(x)}{\left(x-x_{0}\right)}$, where $x_{0}$ is a root of the polynomial $g$. Then $g_{0}\left(A_{1}\right) u \neq 0$ and $\left(A_{1}-x_{0} I\right) g_{0}\left(A_{1}\right) u=g\left(A_{1}\right) u=0$, i.e., $g_{0}\left(A_{1}\right) u$ is an eigenvector of $A_{1}$.

Suppose that our statement holds for any $m-1$ matrices $A_{1}, \ldots, A_{m-1}$.
For a given nonzero vector $u$ a certain nonzero vector $v_{1}=h\left(A_{1}, \ldots, A_{m-1}\right) u$ is a common eigenvector of the matrices $A_{1}, \ldots, A_{m-1}$. The following two cases are possible.

1) $\left[A_{i}, A_{m}\right] f\left(A_{m}\right) v_{1}=0$ for all $i$ and any polynomial $f$. For $f=1$ we get $A_{i} A_{m} v_{1}=A_{m} A_{i} v_{1}$; hence, $A_{i} A_{m}^{k} v_{1}=A_{m}^{k} A_{i} v_{1}$, i.e., $A_{i} g\left(A_{m}\right) v_{1}=g\left(A_{m}\right) A_{i} v_{1}$ for any $g$. For a matrix $A_{m}$ there exists a polynomial $g_{1}$ such that $g_{1}\left(A_{m}\right) v_{1}$ is an eigenvector of this matrix. Since $A_{i} g_{1}\left(A_{m}\right) v_{1}=g_{1}\left(A_{m}\right) A_{i} v_{1}$ and $v_{1}$ is an eigenvector of $A_{1}, \ldots, A_{m}$, then $g_{1}\left(A_{m}\right) v_{1}=g_{1}\left(A_{m}\right) h\left(A_{1}, \ldots, A_{m-1}\right) u$ is an eigenvector of $A_{1}, \ldots, A_{m}$.
2) $\left[A_{i}, A_{m}\right] f_{1}\left(A_{m}\right) v_{1} \neq 0$ for a certain $f_{1}$ and certain $i$. The vector $C_{1} f_{1}\left(A_{m}\right) v_{1}$, where $C_{1}=\left[A_{i}, A_{m}\right]$, is nonzero and, therefore, the matrices $A_{1}, \ldots, A_{m-1}$ have a common eigenvector $v_{2}=g_{1}\left(A_{1}, \ldots, A_{m-1}\right) C_{1} f_{1}\left(A_{m}\right) v_{1}$. We can apply the same argument to the vector $v_{2}$, etc. As a result we get a sequence $v_{1}, v_{2}, v_{3}, \ldots$, where $v_{k}$ is an eigenvector of the matrices $A_{1}, \ldots, A_{m-1}$ and where

$$
v_{k+1}=g_{k}\left(A_{1}, \ldots, A_{m-1}\right) C_{k} f_{k}\left(A_{m}\right) v_{k}, \quad C_{k}=\left[A_{s}, A_{m}\right] \quad \text { for a certain } s
$$

This sequence terminates with a vector $v_{p}$ if $\left[A_{i}, A_{m}\right] f\left(A_{m}\right) v_{p}=0$ for all $i$ and all polynomials $f$.

For $A_{m}$ there exists a polynomial $g_{p}(x)$ such that $g_{p}\left(A_{m}\right) v_{p}$ is an eigenvector of $A_{m}$. As in case 1), we see that this vector is an eigenvector of $A_{1}, \ldots, A_{m}$ and

$$
g_{p}\left(A_{m}\right) v_{p}=g_{p}\left(A_{m}\right) g\left(A_{1}, \ldots, A_{m}\right) h\left(A_{1}, \ldots, A_{m-1}\right) u .
$$

It remains to show that the sequence $v_{1}, v_{2}, \ldots$ terminates. Suppose that this is not so. Then there exist numbers $\lambda_{1}, \ldots, \lambda_{n+1}$ not all equal to zero for which $\lambda_{1} v_{1}+\cdots+\lambda_{n+1} v_{n+1}=0$ and, therefore, there exists a number $j$ such that $\lambda_{j} \neq 0$ and

$$
-\lambda_{j} v_{j}=\lambda_{j+1} v_{j+1}+\cdots+\lambda_{n+1} v_{n+1}
$$

Clearly,

$$
v_{j+1}=g_{j}\left(A_{1}, \ldots, A_{m-1}\right) C_{j} f_{j}\left(A_{m}\right) v_{j}, v_{j+2}=u_{j+1}\left(A_{1}, \ldots, A_{m}\right) C_{j} f_{j}\left(A_{m}\right) v_{j}
$$

etc. Hence,

$$
-\lambda_{j} v_{j}=u\left(A_{1}, \ldots, A_{m}\right) C_{j} f_{j}\left(A_{m}\right) v_{j}
$$

and, therefore,

$$
f_{j}\left(A_{m}\right) u\left(A_{1}, \ldots, A_{m}\right) C_{j} f_{j}\left(A_{m}\right) v_{j}=-\lambda_{j} f_{j}\left(A_{m}\right) v_{j}
$$

It follows that the nonzero vector $f_{j}\left(A_{m}\right) v_{j}$ is an eigenvector of the operator $f_{j}\left(A_{m}\right) u\left(A_{1}, \ldots, A_{m}\right) C_{j}$ coresponding to the nonzero eigenvalue $-\lambda_{j}$. But by hypothesis this operator is nilpotent and, therefore, it has no nonzero eigenvalues. Contradiction.

We turn directly to the proof of the theorem by induction on $n$. For $n=1$ the statement is obvious. As we have already demonstrated the operators $A_{1}, \ldots, A_{m}$ have a common eigenvector $y$ corresponding to certain eigenvalues $\alpha_{1}, \ldots, \alpha_{m}$. We can assume that $|y|=1$, i.e., $y^{*} y=1$. There exists a unitary matrix $Q$ whose first column is $y$. Clearly,

$$
Q^{*} A_{i} Q=Q^{*}\left(\alpha_{i} y \ldots\right)=\left(\begin{array}{cc}
\alpha_{i} & * \\
0 & A_{i}^{\prime}
\end{array}\right)
$$

and the matrices $A_{1}^{\prime}, \ldots, A_{m}^{\prime}$ of order $n-1$ satisfy the condition of the theorem. By inductive hypothesis there exists a unitary matrix $P_{1}$ of order $n-1$ such that the matrices $P_{1}^{*} A_{i}^{\prime} P_{1}$ are upper triangular. Then $P=Q\left(\begin{array}{cc}1 & 0 \\ 0 & P_{1}\end{array}\right)$ is the desired matrix. (It even turned out to be unitary.)
40.5. Theorem. Let $A$ and $B$ be operators in a vector space $V$ over $\mathbb{C}$ and let $\operatorname{rank}[A, B] \leq 1$. Then $A$ and $B$ are simultaneously triangularizable.

Proof. It suffices to prove that the operators $A$ and $B$ have a common eigenvector $v \in V$. Indeed, then the operators $A$ and $B$ induce operators $A_{1}$ and $B_{1}$ in the space $V_{1}=V / \operatorname{Span}(v)$ and $\operatorname{rank}\left[A_{1}, B_{1}\right] \leq 1$. It follows that $A_{1}$ and $B_{1}$ have a common eigenvector in $V_{1}$, etc. Besides, we can assume that $\operatorname{Ker} A \neq 0$ (otherwise we can replace $A$ by $A-\lambda I$ ).

The proof will be carried out by induction on $n=\operatorname{dim} V$. If $n=1$, then the statement is obvious. Let $C=[A, B]$. In the proof of the inductive step we will consider two cases.

1) $\operatorname{Ker} A \subset \operatorname{Ker} C$. In this case $B(\operatorname{Ker} A) \subset \operatorname{Ker} A$, since if $A x=0$, then $C x=0$ and $A B x=B A x+C x=0$. Therefore, we can consider the restriction of $B$ to Ker $A \neq 0$ and select in $\operatorname{Ker} A$ an eigenvector $v$ of $B$; the vector $v$ is then also an eigenvector of $A$.
2) $\operatorname{Ker} A \not \subset \operatorname{Ker} C$, i.e., $A x=0$ and $C x \neq 0$ for a vector $x$. Since $\operatorname{rank} C=1$, then $\operatorname{Im} C=\operatorname{Span}(y)$, where $y=C x$. Besides,

$$
y=C x=A B x-B A x=A B x \in \operatorname{Im} A
$$

It follows that $B(\operatorname{Im} A) \subset \operatorname{Im} A$. Indeed, $B A z=A B z-C z$, where $A B z \in \operatorname{Im} A$ and $C z \in \operatorname{Im} C \subset \operatorname{Im} A$. We have Ker $A \neq 0$; hence, $\operatorname{dim} \operatorname{Im} A<n$. Let $A^{\prime}$ and $B^{\prime}$ be the restrictions of $A$ and $B$ to $\operatorname{Im} A$. Then $\operatorname{rank}\left[A^{\prime}, B^{\prime}\right] \leq 1$ and, therefore, by the inductive hypothesis the operators $A^{\prime}$ and $B^{\prime}$ have a common eigenvector.

## Problems

40.1. Let $J=N+\lambda I$ be a Jordan block of order $n, A=\operatorname{diag}(1,2, \ldots, n)$ and $B=N A$. Prove that $\operatorname{ad}_{J}^{2} A=\operatorname{ad}_{J}^{2} B=0$.
40.2. Prove that if $C=\left[A_{1}, B_{1}\right]+\cdots+\left[A_{n}, B_{n}\right]$ and $C$ commutes with the matrices $A_{1}, \ldots, A_{n}$ then $C$ is nilpotent.
40.3. Prove that $\mathrm{ad}_{A}^{n}(B)=\sum_{i=0}^{n}(-1)^{n-i}\binom{n}{i} A^{i} B A^{n-i}$.
40.4. ([Kleinecke, 1957].) Prove that if $\operatorname{ad}_{A}^{2}(B)=0$, then

$$
\operatorname{ad}_{A}^{n}\left(B^{n}\right)=n!\left(\operatorname{ad}_{A}(B)\right)^{n} .
$$

40.5. Prove that if $[A,[A, B]]=0$ and $m$ and $n$ are natural numbers such that $m>n$, then $n\left[A^{m}, B\right]=m\left[A^{n}, B\right] A^{m-n}$.
40.6. Prove that if $A$ is a diagonalizable matrix and $\operatorname{ad}_{A}^{n} X=0$, then $\operatorname{ad}_{A} X=0$.
40.7. a) Prove that if $\operatorname{tr}(A X Y)=\operatorname{tr}(A Y X)$ for any $X$ and $Y$, then $A=\lambda I$.
b) Let $f$ be a linear function on the space of matrices of order $n$. Prove that if $f(X Y)=f(Y X)$ for any matrices $X$ and $Y$, then $f(X)=\lambda \operatorname{tr} X$.

## 41. Quaternions and Cayley numbers. Clifford algebras

41.1. Let $A$ be an algebra with unit over $\mathbb{R}$ endowed with a conjugation operation $a \mapsto \bar{a}$ satisfying $\overline{\bar{a}}=a$ and $\overline{a b}=\bar{b} \bar{a}$.

Let us consider the space $A \oplus A=\{(a, b) \mid a, b \in A\}$ and define a multiplication in it setting

$$
(a, b)(u, v)=(a u-\bar{v} b, b \bar{u}+v a) .
$$

The obtained algebra is called the double of $A$. This construction is of interest because, as we will see, the algebra of complex numbers $\mathbb{C}$ is the double of $\mathbb{R}$, the algebra of quaternions $\mathbb{H}$ is the double of $\mathbb{C}$, and the Cayley algebra $\mathbb{O}$ is the double of $\mathbb{H}$.

It is easy to verify that the element $(1,0)$ is a twosided unit. Let $e=(0,1)$. Then $(b, 0) e=(0, b)$ and, therefore, by identifying an element $x$ of $A$ with the element $(x, 0)$ of the double of $A$ we have a representation of every element of the double in the form

$$
(a, b)=a+b e .
$$

In the double of $A$ we can define a conjugation by the formula

$$
\overline{(a, b)}=(\bar{a},-b),
$$

i.e., by setting $\overline{a+b e}=\bar{a}-b e$. If $x=a+b e$ and $y=u+v e$, then

$$
\begin{aligned}
\overline{x y} & =\overline{a u}+\overline{(b e) u}+\overline{a(v e)}+\overline{(b e)(v e)}= \\
& =\bar{u} \cdot \bar{a}-\bar{u}(b e)-(v e) \bar{a}+(v e)(b e)=\bar{y} \cdot \bar{x} .
\end{aligned}
$$

It is easy to verify that $e a=\bar{a} e$ and $a(b e)=(b a) e$. Therefore, the double of $A$ is noncommutative, and if the conjugation in $A$ is nonidentical and $A$ is noncommutative, then the double is nonassociative. If $A$ is both commutative and associative, then its double is associative.
41.2. Since $(0,1)(0,1)=(-1,0)$, then $e^{2}=-1$ and, therefore, the double of the algebra $\mathbb{R}$ with the identity conjugation is $\mathbb{C}$. Let us consider the double of $\mathbb{C}$ with the standard conjugation. Any element of the double obtained can be expressed in the form

$$
q=a+b e, \text { where } a=a_{0}+a_{1} i, b=a_{2}+a_{3} i \text { and } a_{0}, \ldots, a_{3} \in \mathbb{R} .
$$

Setting $j=e$ and $k=i e$ we get the conventional expression of a quaternion

$$
q=a_{0}+a_{1} i+a_{2} j+a_{3} k .
$$

The number $a_{0}$ is called the real part of the quaternion $q$ and the quaternion $a_{1} i+a_{2} j+a_{3} k$ is called its imaginary part. A quaternion is real if $a_{1}=a_{2}=a_{3}=0$ and purely imaginary if $a_{0}=0$.

The multiplication in the quaternion algebra $\mathbb{H}$ is given by the formulae

$$
i^{2}=j^{2}=k^{2}=-1, \quad i j=-j i=k, \quad j k=-k j=i, \quad k i=-i k=j .
$$

The quaternion algebra is the double of an associative and commutative algebra and, therefore, is associative itself.

The quaternion $\bar{q}$ conjugate to $q=a+b e$ is equal to $\bar{a}-b e=a_{0}-a_{1} i-a_{2} j-a_{3} k$. In 41.1 it was shown that $\overline{q_{1} q_{2}}=\overline{q_{2}} \overline{q_{1}}$.
41.2.1. Theorem. The inner product ( $q, r$ ) of quaternions $q$ and $r$ is equal to $\frac{1}{2}(\bar{q} r+\bar{r} q)$; in particular $|q|^{2}=(q, q)=\bar{q} q$.

Proof. The function $B(q, r)=\frac{1}{2}(\bar{q} r+\bar{r} q)$ is symmetric and bilinear. Therefore, it suffices to verify that $B(q, r)=(q, r)$ for basis elements. It is easy to see that $B(1, i)=0, B(i, i)=1$ and $B(i, j)=0$ and the remaining equalities are similarly checked.

Corollary. The element $\frac{\bar{q}}{|q|^{2}}$ is a two-sided inverse for $q$.
Indeed, $\bar{q} q=|q|^{2}=q \bar{q}$.
41.2.2. Theorem. $|q r|=|q| \cdot|r|$.

Proof. Clearly,

$$
|q r|^{2}=q r \overline{q r}=q r \bar{r} \bar{q}=q|r|^{2} \bar{q}=|q|^{2}|r|^{2} .
$$

Corollary. If $q \neq 0$ and $r \neq 0$, then $q r \neq 0$.
41.3. To any quaternion $q=\alpha+x i+y j+z k$ we can assign the matrix $C(q)=$ $\left(\begin{array}{cc}u & v \\ -\bar{v} & \bar{u}\end{array}\right)$, where $u=\alpha+i x$ and $v=y+i z$. For these matrices we have $C(q r)=$ $C(q) C(r)$ (see Problem 41.4).

To a purely imaginary quaternion $q=x i+y j+z k$ we can assign the matrix $R(q)=\left(\begin{array}{ccc}0 & -z & y \\ z & 0 & -x \\ -y & x & 0\end{array}\right)$. Since the product of imaginary quaternions can have a nonzero real part, the matrix $R(q r)$ is not determined for all $q$ and $r$. However, since, as is easy to verify,

$$
R(q r-r q)=R(q) R(r)-R(r) R(q)
$$

the vector product $[q, r]=\frac{1}{2}(q r-r q)$ corresponds to the commutator of skewsymmetric $3 \times 3$ matrices. A linear subspace in the space of matrices is called a matrix Lie algebra if together with any two matrices $A$ and $B$ the commutator $[A, B]$ also belongs to it. It is easy to verify that the set of real skew-symmetric matrices and the set of complex skew-Hermitian matrices are matrix Lie algebras denoted by $\mathfrak{s o}(n, \mathbb{R})$ and $\mathfrak{s u}(n)$, respectively.
41.3.1. Theorem. The algebras $\mathfrak{s o}(3, \mathbb{R})$ and $\mathfrak{s u}(2)$ are isomorphic.

Proof. As is shown above these algebras are both isomorphic to the algebra of purely imaginary quaternions with the bracket $[q, r]=(q r-r q) / 2$.
41.3.2. Theorem. The Lie algebras $\mathfrak{s o}(4, \mathbb{R})$ and $\mathfrak{s o}(3, \mathbb{R}) \oplus \mathfrak{s o}(3, \mathbb{R})$ are isomorphic.

Proof. The Lie algebra $\mathfrak{s o}(3, \mathbb{R})$ can be identified with the Lie algebra of purely imaginary quaternions. Let us assign to a quaternion $q \in \mathfrak{s o}(3, \mathbb{R})$ the transformation $P(q): u \mapsto q u$ of the space $\mathbb{R}^{4}=\mathbb{H}$. As is easy to verify,

$$
P(x i+y j+z k)=\left(\begin{array}{cccc}
0 & -x & -y & -z \\
x & 0 & -z & y \\
y & z & 0 & -x \\
z & -y & x & 0
\end{array}\right) \in \mathfrak{s o}(4, \mathbb{R}) .
$$

Similarly, the map $Q(q): u \mapsto u \bar{q}$ belongs to $\mathfrak{s o}(4, \mathbb{R})$. It is easy to verify that the maps $q \mapsto P(q)$ and $q \mapsto Q(q)$ are Lie algebra homomorphisms, i.e.,

$$
P(q r-r q)=P(q) P(r)-P(r) P(q) \text { and } Q(q r-r q)=Q(q) Q(r)-Q(r) Q(q) .
$$

Therefore, the map

$$
\begin{aligned}
\mathfrak{s o}(3, \mathbb{R}) \oplus \mathfrak{s o}(3, \mathbb{R}) & \longrightarrow \mathfrak{s o}(4, \mathbb{R}) \\
(q, r) & \mapsto P(q)+Q(r)
\end{aligned}
$$

is a Lie algebra homomorphism. Since the dimensions of these algebras coincide, it suffices to verify that this map is a monomorphism. The identity $P(q)+Q(r)=0$ means that $q x+x \bar{r}=0$ for all $x$. For $x=1$ we get $q=-\bar{r}$ and, therefore, $q x-x q=0$ for all $x$. Hence, $q$ is a real quaternion; on the other hand, by definition, $q$ is a purely imaginary quaternion and, therefore, $q=r=0$.
41.4. Let us consider the algebra of quaternions $\mathbb{H}$ as a space over $\mathbb{R}$. In $\mathbb{H} \otimes \mathbb{H}$, we can introduce an algebra structure by setting

$$
\left(x_{1} \otimes x_{2}\right)\left(y_{1} \otimes y_{2}\right)=x_{1} y_{1} \otimes x_{2} y_{2} .
$$

Let us identify $\mathbb{R}^{4}$ with $\mathbb{H}$. It is easy to check that the map $w: \mathbb{H} \otimes \mathbb{H} \longrightarrow M_{4}(\mathbb{R})$ given by the formula $\left[w\left(x_{1} \otimes x_{2}\right)\right] x=x_{1} x \bar{x}_{2}$ is an algebra homomorphism, i.e., $w(u v)=w(u) w(v)$.

Theorem. The map $w: \mathbb{H} \otimes \mathbb{H} \longrightarrow M_{4}(\mathbb{R})$ is an algebra isomorphism.
Proof. The dimensions of $\mathbb{H} \otimes \mathbb{H}$ and $M_{4}(\mathbb{R})$ are equal. Still, unlike the case considered in 41.3, the calculation of the kernel of $w$ is not as easy as the calculation of the kernel of the map $(q, r) \mapsto P(q)+Q(r)$ since the space $\mathbb{H} \otimes \mathbb{H}$ contains not only elements of the form $x \otimes y$. Instead we should better prove that the image of $w$ coincides with $M_{4}(\mathbb{R})$. The matrices

$$
e=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad \varepsilon=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad a=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad b=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

Table 1. Values of $x \otimes y$

| $x \backslash y$ | 1 | $i$ | $j$ | $k$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\left(\begin{array}{cc}e & 0 \\ 0 & e\end{array}\right)$ | $\left(\begin{array}{cc}b & 0 \\ 0 & -b\end{array}\right)$ | $\left(\begin{array}{cc}0 & e \\ -e & 0\end{array}\right)$ | $\left(\begin{array}{ll}0 & b \\ b & 0\end{array}\right)$ |
| $i$ | $\left(\begin{array}{cc}-b & 0 \\ 0 & -b\end{array}\right)$ | $\left(\begin{array}{cc}e & 0 \\ 0 & -e\end{array}\right)$ | $\left(\begin{array}{cc}0 & -b \\ b & 0\end{array}\right)$ | $\left(\begin{array}{cc}0 & e \\ e & 0\end{array}\right)$ |
| $j$ | $\left(\begin{array}{cc}0 & -\varepsilon \\ \varepsilon & 0\end{array}\right)$ | $\left(\begin{array}{cc}0 & a \\ a & 0\end{array}\right)$ | $\left(\begin{array}{cc}\varepsilon & 0 \\ 0 & \varepsilon\end{array}\right)$ | $\left(\begin{array}{cc}-a & 0 \\ 0 & a\end{array}\right)$ |
| $k$ | $\left(\begin{array}{cc}0 & -a \\ a & 0\end{array}\right)$ | $\left(\begin{array}{cc}0 & -\varepsilon \\ -\varepsilon & 0\end{array}\right)$ | $\left(\begin{array}{cc}a & 0 \\ 0 & a\end{array}\right)$ | $\left(\begin{array}{cc}\varepsilon & 0 \\ 0 & -\varepsilon\end{array}\right)$ |

form a basis in the space of matrices of order 2. The images of $x \otimes y$, where $x, y \in\{1, i, j, k\}$, under the map $w$ are given in Table 1.

From this table it is clear that among the linear combinations of the pairs of images of these elements we encounter all matrices with three zero blocks, the fourth block being one of the matrices $e, \varepsilon, a$ or $b$. Among the linear combinations of these matrices we encounter all matrices containing precisely one nonzero element and this element is equal to 1 . Such matrices obviously form a basis of $M_{4}(\mathbb{R})$.
41.5. The double of the quaternion algebra with the natural conjugation operation is the Cayley or octonion algebra. A basis of this algebra as a space over $\mathbb{R}$ is formed by the elements

$$
1, i, j, k, e, f=i e, g=j e \text { and } h=k e .
$$

The multiplication table of these basis elements can be conveniently given with the help of Figure 7.

Figure 7
The product of two elements belonging to one line or one circle is the third element that belongs to the same line or circle and the sign is determined by the orientation; for example $i e=f, i f=-e$.

Let $\xi=a+b e$, where $a$ and $b$ are quaternions. The conjugation in $\mathbb{O}$ is given by the formula $\overline{(a, b)}=(\bar{a},-b)$, i.e., $\overline{a+b e}=\bar{a}-b e$. Clearly,

$$
\xi \bar{\xi}=(a, b) \overline{(a, b)}=(a, b)(\bar{a},-b)=(a \bar{a}+b \bar{b}, b a-b a)=a \bar{a}+b \bar{b},
$$

i.e., $\xi \bar{\xi}$ is the sum of squares of coordinates of $\xi$. Therefore, $|\xi|=\sqrt{\xi \bar{\xi}}=\sqrt{\bar{\xi} \xi}$ is the length of $\xi$.

Theorem. $|\xi \eta|=|\xi| \cdot|\eta|$.
Proof. For quaternions a similar theorem is proved quite simply, cf. 41.2. In our case the lack of associativity is a handicap. Let $\xi=a+b e$ and $\eta=u+v e$, where $a, b, u, v$ are quaternions. Then

$$
|\xi \eta|^{2}=(a u-\bar{v} b)(\bar{u} \bar{a}-\bar{b} v)+(b \bar{u}+v a)(u \bar{b}+\bar{a} \bar{v}) .
$$

Let us express a quaternion $v$ in the form $v=\lambda+v_{1}$, where $\lambda$ is a real number and $\bar{v}_{1}=-v_{1}$. Then

$$
\begin{aligned}
|\xi \eta|^{2} & =\left(a u-\lambda b+v_{1} b\right)\left(\bar{u} \bar{a}-\lambda \bar{b}-\bar{b} v_{1}\right)+ \\
& +\left(b \bar{u}+\lambda a+v_{1} a\right)\left(u \bar{b}+\lambda \bar{a}-\bar{a} v_{1}\right) .
\end{aligned}
$$

Besides,

$$
|\xi|^{2}|\eta|^{2}=(a \bar{a}+b \bar{b})\left(u \bar{u}+\lambda^{2}-v_{1} v_{1}\right) .
$$

Since $u \bar{u}$ and $b \bar{b}$ are real numbers, $a u \bar{u} \bar{a}=a \bar{a} u \bar{u}$ and $b \bar{b} v_{1}=v_{1} b \bar{b}$. Making use of similar equalities we get

$$
\begin{aligned}
|\xi \eta|^{2}-|\xi|^{2}|\eta|^{2}=\lambda(-b \bar{u} \bar{a}-a u \bar{b}+b \bar{u} \bar{a} & +a u \bar{b}) \\
& +v_{1}(b \bar{u} \bar{a}+a u \bar{b})-(a u \bar{b}+b \bar{u} \bar{a}) v_{1}=0
\end{aligned}
$$

because $b \overline{u a}+a u \bar{b}$ is a real number.
41.5.1. Corollary. If $\xi \neq 0$, then $\bar{\xi} /|\xi|^{2}$ is a two-sided inverse for $\xi$.
41.5.2. Corollary. If $\xi \neq 0$ and $\eta \neq 0$ then $\xi \eta \neq 0$.

The quaternion algebra is noncommutative and, therefore, $\mathbb{O}$ is a nonassociative algebra. Instead, the elements of $\mathbb{O}$ satisfy

$$
x(y y)=(x y) y, \quad x(x y)=(x x) y \text { and }(y x) y=y(x y)
$$

(see Problem 41.8). It is possible to show that any subalgebra of $\mathbb{O}$ generated by two elements is associative.
41.6. By analogy with the vector product in the space of purely imaginary quaternions, we can define the vector product in the 7 -dimensional space of purely imaginary octanions. Let $x$ and $y$ be purely imaginary octanions. Their vector product is the imaginary part of $x y$; it is denoted by $x \times y$. Clearly,

$$
x \times y=\frac{1}{2}(x y-\overline{x y})=\frac{1}{2}(x y-y x) .
$$

It is possible to verify that the inner product ( $x, y$ ) of octanions $x$ and $y$ is equal to $\frac{1}{2}(\bar{x} y+\bar{y} x)$ and for purely imaginary octanions we get $(x, y)=-\frac{1}{2}(x y+y x)$.

Theorem. The vector product of purely imaginary octanions possesses the following properties:
a) $x \times y \perp x, \quad x \times y \perp y$;
b) $|x \times y|^{2}=|x|^{2}|y|^{2}-|(x, y)|^{2}$.

Proof. a) We have to prove that

$$
\begin{equation*}
x(x y-y x)+(x y-y x) x=0 . \tag{1}
\end{equation*}
$$

Since $x(y x)=(x y) x$ (see Problem 41.8 b$)$ ), we see that (1) is equivalent to $x(x y)=$ $(y x) x$. By Problem 41.8, a) we have $x(x y)=(x x) y$ and $(y x) x=y(x x)$. It remains to notice that $x x=-x \bar{x}=-(x, x)$ is a real number.
b) We have to prove that

$$
-(x y-y x)(x y-y x)=4|x|^{2}|y|^{2}-(x y+y x)(x y+y x)
$$

i.e.,

$$
2|x|^{2}|y|^{2}=(x y)(y x)+(y x)(x y) .
$$

Let $a=x y$. Then $\bar{a}=y x$ and

$$
2|x|^{2}|y|^{2}=2(a, a)=a \bar{a}+\bar{a} a=(x y)(y x)+(y x)(x y) .
$$

41.7. The remaining part of this section will be devoted to the solution of the following

Problem (Hurwitz-Radon). What is the maximal number of orthogonal operators $A_{1}, \ldots, A_{m}$ in $\mathbb{R}^{n}$ satisfying the relations $A_{i}^{2}=-I$ and $A_{i} A_{j}+A_{j} A_{i}=0$ for $i \neq j$ ?

This problem might look quite artificial. There are, however, many important problems in one way or another related to quaternions or octonions that reduce to this problem. (Observe that the operators of multiplication by $i, j, \ldots, h$ satisfy the required relations.)

We will first formulate the answer and then tell which problems reduce to our problem.

Theorem (Hurwitz-Radon). Let us express an integer $n$ in the form $n=(2 a+$ $1) 2^{b}$, where $b=c+4 d$ and $0 \leq c \leq 3$. Let $\rho(n)=2^{c}+8 d$; then the maximal number of required operators in $\mathbb{R}^{n}$ is equal to $\rho(n)-1$.
41.7.1. The product of quadratic forms. Let $a=x_{1}+i x_{2}$ and $b=y_{1}+i y_{2}$. Then the identity $|a|^{2}|b|^{2}=|a b|^{2}$ can be rewritten in the form

$$
\left(x_{1}^{2}+x_{2}^{2}\right)\left(y_{1}^{2}+y_{2}^{2}\right)=z_{1}^{2}+z_{2}^{2},
$$

where $z_{1}=x_{1} y_{1}-x_{2} y_{2}$ and $z_{2}=x_{1} y_{2}+x_{2} y_{1}$. Similar identities can be written for quaternions and octonions.

Theorem. Let $m$ and $n$ be fixed natural numbers; let $z_{1}(x, y), \ldots, z_{n}(x, y)$ be real bilinear functions of $x=\left(x_{1}, \ldots, x_{m}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$. Then the identity

$$
\left(x_{1}^{2}+\cdots+x_{m}^{2}\right)\left(y_{1}^{2}+\cdots+y_{n}^{2}\right)=z_{1}^{2}+\cdots+z_{n}^{2}
$$

holds if and only if $m \leq \rho(n)$.
Proof. Let $z_{i}=\sum_{j} b_{i j}(x) y_{j}$, where $b_{i j}(x)$ are linear functions. Then

$$
z_{i}^{2}=\sum_{j} b_{i j}^{2}(x) y_{j}^{2}+2 \sum_{j<k} b_{i j}(x) b_{i k}(x) y_{j} y_{k} .
$$

Therefore, $\sum_{i} b_{i j}^{2}=x_{1}^{2}+\cdots+x_{m}^{2}$ and $\sum_{j<k} b_{i j}(x) b_{i k}(x)=0$. Let $B(x)=\left\|b_{i j}(x)\right\|_{1}^{n}$. Then $B^{T}(x) B(x)=\left(x_{1}^{2}+\cdots+x_{m}^{2}\right) I$. The matrix $B(x)$ can be expressed in the form $B(x)=x_{1} B_{1}+\cdots+x_{m} B_{m}$. Hence,

$$
B^{T}(x) B(x)=x_{1}^{2} B_{1}^{T} B_{1}+\cdots+x_{m}^{2} B_{m}^{T} B_{m}+\sum_{i<j}\left(B_{i}^{T} B_{j}+B_{j}^{T} B_{i}\right) x_{i} x_{j} ;
$$

therefore, $B_{i}^{T} B_{i}=I$ and $B_{i}^{T} B_{j}+B_{j}^{T} B_{i}=0$. The operators $B_{i}$ are orthogonal and $B_{i}^{-1} B_{j}=-B_{j}^{-1} B_{i}$ for $i \neq j$.

Let us consider the orthogonal operators $A_{1}, \ldots, A_{m-1}$, where $A_{i}=B_{m}^{-1} B_{i}$. Then $B_{m}^{-1} B_{i}=-B_{i}^{-1} B_{m}$ and, therefore, $A_{i}=-A_{i}^{-1}$, i.e., $A_{i}^{2}=-I$. Besides, $B_{i}^{-1} B_{j}=-B_{j}^{-1} B_{i}$ for $i \neq j$; hence,

$$
A_{i} A_{j}=B_{m}^{-1} B_{i} B_{m}^{-1} B_{j}=-B_{i}^{-1} B_{m} B_{m}^{-1} B_{j}=B_{j}^{-1} B_{i}=-A_{j} A_{i} .
$$

It is also easy to verify that if the orthogonal operators $A_{1}, \ldots, A_{m-1}$ are such that $A_{i}^{2}=-I$ and $A_{i} A_{j}+A_{j} A_{i}=0$ then the operators $B_{1}=A_{1}, \ldots, B_{m-1}=A_{m-1}$, $B_{m}=I$ possess the required properties. To complete the proof of Theorem 41.7.1 it remains to make use of Theorem 41.7.

### 41.7.2. Normed algebras.

Theorem. Let a real algebra $A$ be endowed with the Euclidean space structure so that $|x y|=|x| \cdot|y|$ for any $x, y \in A$. Then the dimension of $A$ is equal to 1,2 , 4 or 8.

Proof. Let $e_{1}, \ldots, e_{n}$ be an orthonormal basis of $A$. Then

$$
\left(x_{1} e_{1}+\cdots+x_{n} e_{n}\right)\left(y_{1} e_{1}+\cdots+y_{n} e_{n}\right)=z_{1} e_{1}+\cdots+z_{n} e_{n},
$$

where $z_{1}, \ldots, z_{n}$ are bilinear functions in $x$ and $y$. The equality $|z|^{2}=|x|^{2}|y|^{2}$ implies that

$$
\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)\left(y_{1}^{2}+\cdots+y_{n}^{2}\right)=z_{1}^{2}+\cdots+z_{n}^{2} .
$$

It remains to make use of Theorem 41.7.1 and notice that $\rho(n)=n$ if and only if $n=1,2,4$ or 8 .

### 41.7.3. The vector product.

Theorem ([Massey, 1983]). Let a bilinear operation $f(v, w)=v \times w \in \mathbb{R}^{n}$ be defined in $\mathbb{R}^{n}$, where $n \geq 3$; let $f$ be such that $v \times w$ is perpendicular to $v$ and $w$ and $|v \times w|^{2}=|v|^{2}|w|^{2}-(v, w)^{2}$. Then $n=3$ or 7 .

The product $\times$ determined by the above operator $f$ is called the vector product of vectors.

Proof. Consider the space $\mathbb{R}^{n+1}=\mathbb{R} \oplus \mathbb{R}^{n}$ and define a product in it by the formula

$$
(a, v)(b, w)=(a b-(v, w), a w+b v+v \times w)
$$

where $(v, w)$ is the inner product in $\mathbb{R}^{n}$. It is easy to verify that in the resulting algebra of dimension $n+1$ the identity $|x y|^{2}=|x|^{2}|y|^{2}$ holds. It remains to make use of Theorem 41.7.2.

Remark. In spaces of dimension 3 or 7 a bilinear operation with the above properties does exist; cf. 41.6.
41.7.4. Vector fields on spheres. A vector field on a sphere $S^{n}$ (say, unit sphere $\left.S^{n}=\left\{v \in \mathbb{R}^{n+1}| | v \mid=1\right\}\right)$ is a map that to every point $v \in S^{n}$ assigns a vector $F(v)$ in the tangent space to $S^{n}$ at $v$. The tangent space to $S^{n}$ at $v$ consists of vectors perpendicular to $v$; hence, $F(v) \perp v$. A vector field is said linear if $F(v)=A v$ for a linear operator $A$. It is easy to verify that $A v \perp v$ for all $v$ if and only if $A$ is a skew-symmetric operator (see Theorem 21.1.2). Therefore, any linear vector field on $S^{2 n}$ vanishes at some point.

To exclude vector fields that vanish at a point we consider orthogonal operators only; in this case $|A v|=1$. It is easy to verify that an orthogonal operator $A$ is skew-symmetric if and only if $A^{2}=-I$. Recall that an operator whose square is equal to $-I$ is called a complex structure (see 10.4).

Vector fields $F_{1}, \ldots, F_{m}$ are said to be linearly independent if the vectors $F_{1}(v)$, $\ldots, F_{m}(v)$ are linearly independent at every point $v$. In particular, the vector fields corresponding to orthogonal operators $A_{1}, \ldots, A_{m}$ such that $A_{i} v \perp A_{j} v$ for all $i \neq j$ are linearly independent. The equality $\left(A_{i} v, A_{j} v\right)=0$ means that $\left(v, A_{i}^{T} A_{j} v\right)=0$. Hence, $A_{i}^{T} A_{j}+\left(A_{i}^{T} A_{j}\right)^{T}=0$, i.e., $A_{i} A_{j}+A_{j} A_{i}=0$.

Thus, to construct $m$ linearly independent vector fields on $S^{n}$ it suffices to indicate orthogonal operators $A_{1}, \ldots, A_{m}$ in $(n+1)$-dimensional space satisfying the relations $A_{i}^{2}=-I$ and $A_{i} A_{j}+A_{j} A_{i}=0$ for $i \neq j$. Thus, we have proved the following statement.

Theorem. On $S^{n-1}$, there exists $\rho(n)-1$ linearly independent vector fields.
Remark. It is far more difficult to prove that there do not exist $\rho(n)$ linearly independent continuous vector fields on $S^{n-1}$; see [Adams, 1962].

### 41.7.5. Linear subspaces in the space of matrices.

Theorem. In the space of real matrices of order $n$ there is a subspace of dimension $m \leq \rho(n)$ all nonzero matrices of which are invertible.

Proof. If the matrices $A_{1}, \ldots, A_{m-1}$ are such that $A_{i}^{2}=-I$ and $A_{i} A_{j}+$ $A_{j} A_{i}=0$ for $i \neq j$ then

$$
\left(\sum x_{i} A_{i}+x_{m} I\right)\left(-\sum x_{i} A_{i}+x_{m} I\right)=\left(x_{1}^{2}+\cdots+x_{m}^{2}\right) I
$$

Therefore, the matrix $\sum x_{i} A_{i}+x_{m} I$, where not all numbers $x_{1}, \ldots, x_{m}$ are zero, is invertible. In particular, the matrices $A_{1}, \ldots, A_{m-1}, I$ are linearly independent.
41.8. Now, we turn to the proof of Theorem 41.7. Consider the algebra $C_{m}$ over $\mathbb{R}$ with generators $e_{1}, \ldots, e_{m}$ and relations $e_{i}^{2}=-1$ and $e_{i} e_{j}+e_{j} e_{i}=0$ for $i \neq j$. To every set of orthogonal matrices $A_{1}, \ldots, A_{m}$ satisfying $A_{i}^{2}=-I$ and $A_{i} A_{j}+A_{j} A_{i}=0$ for $i \neq j$ there corresponds a representation (see 42.1) of $C_{m}$ that maps the elements $e_{1}, \ldots, e_{m}$ to orthogonal matrices $A_{1}, \ldots, A_{m}$. In order to study the structure of $C_{m}$, we introduce an auxiliary algebra $C_{m}^{\prime}$ with generators $\varepsilon_{1}, \ldots, \varepsilon_{m}$ and relations $\varepsilon_{i}^{2}=1$ and $\varepsilon_{i} \varepsilon_{j}+\varepsilon_{j} \varepsilon_{i}=0$ for $i \neq j$.

The algebras $C_{m}$ and $C_{m}^{\prime}$ are called Clifford algebraslifford algebra.
41.8.1. Lemma. $C_{1} \cong \mathbb{C}, C_{2} \cong \mathbb{H}, C_{1}^{\prime} \cong \mathbb{R} \oplus \mathbb{R}$ and $C_{2}^{\prime} \cong M_{2}(\mathbb{R})$.

Proof. The isomorphisms are explicitely given as follows:

$$
\begin{aligned}
& C_{1} \longrightarrow \mathbb{C} \quad 1 \mapsto 1, e_{1} \mapsto i ; \\
& C_{2} \longrightarrow \mathbb{H} \quad 1 \mapsto 1, e_{1} \mapsto i, e_{2} \mapsto j ; \\
& C_{1}^{\prime} \longrightarrow \mathbb{R} \oplus \mathbb{R} \quad 1 \mapsto(1,1), \varepsilon_{1} \mapsto(1,-1) ; \\
& C_{2}^{\prime} \longrightarrow M_{2}(\mathbb{R}) \quad 1 \mapsto\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right), \varepsilon_{1} \mapsto\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \varepsilon_{2} \mapsto\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) .
\end{aligned}
$$

Corollary. $\mathbb{C} \otimes \mathbb{H} \cong M_{2}(\mathbb{C})$.
Indeed, the complexifications of $C_{2}$ and $C_{2}^{\prime}$ are isomorphic.
41.8.2. Lemma. $C_{k+2} \cong C_{k}^{\prime} \otimes C_{2}$ and $C_{k+2}^{\prime} \cong C_{k} \otimes C_{2}^{\prime}$.

Proof. The first isomorphism is given by the formulas

$$
f\left(e_{i}\right)=1 \otimes e_{i} \text { for } i=1,2 \text { and } f\left(e_{i}\right)=\varepsilon_{i-2} \otimes e_{1} e_{2} \text { for } i \geq 3 .
$$

The second isomorphism is given by the formulas

$$
g\left(\varepsilon_{i}\right)=1 \otimes \varepsilon_{i} \text { for } i=1,2 \text { and } g\left(\varepsilon_{i}\right)=e_{i-2} \otimes \varepsilon_{1} \varepsilon_{2} \text { for } i \geq 3 .
$$

41.8.3. Lemma. $C_{k+4} \cong C_{k} \otimes M_{2}(\mathbb{H})$ and $C_{k+4}^{\prime} \cong C_{k}^{\prime} \otimes M_{2}(\mathbb{H})$.

Proof. By Lemma 41.8.2 we have

$$
C_{k+4} \cong C_{k+2}^{\prime} \otimes C_{2} \cong C_{k} \otimes C_{2}^{\prime} \otimes C_{2} .
$$

Since

$$
C_{2}^{\prime} \otimes C_{2} \cong \mathbb{H} \otimes M_{2}(\mathbb{R}) \cong M_{2}(\mathbb{H}),
$$

we have $C_{k+4} \cong C_{k} \otimes M_{2}(\mathbb{H})$. Similarly, $C_{k+4}^{\prime} \cong C_{k}^{\prime} \otimes M_{2}(\mathbb{H})$.
41.8.4. Lemma. $C_{k+8} \cong C_{k} \otimes M_{16}(\mathbb{R})$.

Proof. By Lemma 41.8.3

$$
C_{k+8} \cong C_{k+4} \otimes M_{2}(\mathbb{H}) \cong C_{k} \otimes M_{2}(\mathbb{H}) \otimes M_{2}(\mathbb{H}) .
$$

Since $\mathbb{H} \otimes \mathbb{H} \cong M_{4}(\mathbb{R})$ (see 41.4), it follows that

$$
M_{2}(\mathbb{H}) \otimes M_{2}(\mathbb{H}) \cong M_{2}\left(M_{4}(\mathbb{R})\right) \cong M_{16}(\mathbb{R}) .
$$

Table 2

| $k$ | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| $C_{k}$ | $\mathbb{C}$ | $\mathbb{H}$ | $\mathbb{H} \oplus \mathbb{H}$ | $M_{2}(\mathbb{H})$ |
| $C_{k}^{\prime}$ | $\mathbb{R} \oplus \mathbb{R}$ | $M_{2}(\mathbb{R})$ | $M_{2}(\mathbb{C})$ | $M_{2}(\mathbb{H})$ |
| $k$ | 5 | 6 | 7 | 8 |
| $C_{k}$ | $M_{4}(\mathbb{C})$ | $M_{8}(\mathbb{R})$ | $M_{8}(\mathbb{R}) \oplus M_{8}(\mathbb{R})$ | $M_{16}(\mathbb{R})$ |
| $C_{k}^{\prime}$ | $M_{2}(\mathbb{H}) \oplus M_{2}(\mathbb{H})$ | $M_{4}(\mathbb{H})$ | $M_{8}(\mathbb{C})$ | $M_{16}(\mathbb{R})$ |

Lemmas 41.8.1-41.8.3 make it possible to calculate $C_{k}$ for $1 \leq k \leq 8$. For example,

$$
\begin{aligned}
& C_{5} \cong C_{1} \otimes M_{2}(\mathbb{H}) \cong \mathbb{C} \otimes M_{2}(\mathbb{H}) \cong M_{2}(\mathbb{C} \otimes \mathbb{H}) \cong M_{2}\left(M_{2}(\mathbb{C})\right) \cong M_{4}(\mathbb{C}) ; \\
& C_{6} \cong C_{2} \otimes M_{2}(\mathbb{H}) \cong M_{2}(\mathbb{H} \otimes \mathbb{H}) \cong M_{8}(\mathbb{R}),
\end{aligned}
$$

etc. The results of calculations are given in Table 2.
Lemma 41.8.4 makes it possible now to calculate $C_{k}$ for any $k$. The algebras $C_{1}$, $\ldots, C_{8}$ have natural representations in the spaces $\mathbb{C}, \mathbb{H}, \mathbb{H}, \mathbb{H}^{2}, \mathbb{C}^{4}, \mathbb{R}^{8}, \mathbb{R}^{8}$ and $\mathbb{R}^{16}$ whose dimensions over $\mathbb{R}$ are equal to $2,4,4,8,8,8,8$ and 16 . Besides, under the passage from $C_{k}$ to $C_{k+8}$ the dimension of the space of the natural representation is multiplied by 16 . The simplest case-by-case check indicates that for $n=2^{k}$ the largest $m$ for which $C_{m}$ has the natural representation in $\mathbb{R}^{n}$ is equal to $\rho(n)-1$.

Now, let us show that under these natural representations of $C_{m}$ in $\mathbb{R}^{n}$ the elements $e_{1}, \ldots, e_{m}$ turn into orthogonal matrices if we chose an appropriate basis in $\mathbb{R}^{n}$. First, let us consider the algebra $\mathbb{H}=\mathbb{R}^{4}$. Let us assign to an element $a \in \mathbb{H}$ the map $x \mapsto a x$ of the space $\mathbb{H}$ into itself. If we select basis $1, i, j, k$ in the space $\mathbb{H}=\mathbb{R}^{4}$, then to elements $1, i, j, k$ the correspondence indicated assigns orthogonal matrices. We may proceed similarly in case of the algebra $\mathbb{C}=\mathbb{R}^{2}$.

We have shown how to select bases in $\mathbb{C}=\mathbb{R}^{2}$ and $\mathbb{H}=\mathbb{R}^{4}$ in order for the elements $e_{i}$ and $\varepsilon_{j}$ of the algebras $C_{1}, C_{2}, C_{1}^{\prime}$ and $C_{2}^{\prime}$ were represented by orthogonal matrices. Lemmas 41.8.2-4 show that the elements $e_{i}$ and $\varepsilon_{j}$ of the algebras $C_{m}$ and $C_{m}^{\prime}$ are represented by matrices obtained consequtevely with the help of the Kronecker product, and the initial matrices are orthogonal. It is clear that the Kronecker product of two orthogonal matrices is an orthogonal matrix (cf. 27.4).

Let $f: C_{m} \longrightarrow M_{n}(\mathbb{R})$ be a representation of $C_{m}$ under which the elements $e_{1}, \ldots, e_{m}$ turn into orthogonal matrices. Then $f\left(1 \cdot e_{i}\right)=f(1) f\left(e_{i}\right)$ and the matrix $f\left(e_{i}\right)$ is invertible. Hence, $f(1)=f\left(1 \cdot e_{i}\right) f\left(e_{i}\right)^{-1}=I$ is the unit matrix. The algebra $C_{m}$ is either of the form $M_{p}(F)$ or of the form $M_{p}(F) \oplus M_{p}(F)$, where $F=\mathbb{R}, \mathbb{C}$ or $\mathbb{H}$. Therefore, if $f$ is a representation of $C_{m}$ such that $f(1)=I$, then $f$ is completely reducible and its irreducible components are isomorphic to $F^{p}$ (see 42.1); so its dimension is divisible by $p$. Therefore, for any $n$ the largest $m$ for which $C_{m}$ has a representation in $\mathbb{R}^{n}$ such that $f(1)=I$ is equal to $\rho(n)-1$.

## Problems

41.1. Prove that the real part of the product of quaternions $x_{1} i+y_{1} j+z_{1} k$ and $x_{2} i+y_{2} j+z_{2} k$ is equal to the inner product of the vectors $\left(x_{1}, y_{1}, z_{1}\right)$ and $\left(x_{2}, y_{2}, z_{2}\right)$ taken with the minus sign, and that the imaginary part is equal to their vector product.
41.2. a) Prove that a quaternion $q$ is purely imaginary if and only if $q^{2} \leq 0$.
b) Prove that a quaternion $q$ is real if and only if $q^{2} \geq 0$.
41.3. Find all solutions of the equation $q^{2}=-1$ in quaternions.
41.4. Prove that a quaternion that commutes with all purely imaginary quaternions is real.
41.5. A matrix $A$ with quaternion elements can be represented in the form $A=Z_{1}+Z_{2} j$, where $Z_{1}$ and $Z_{2}$ are complex matrices. Assign to a matrix $A$ the matrix $A_{c}=\left(\begin{array}{cc}Z_{1} & Z_{2} \\ -\bar{Z}_{2} & \bar{Z}_{1}\end{array}\right)$. Prove that $(A B)_{c}=A_{c} B_{c}$.
41.6. Consider the map in the space $\mathbb{R}^{4}=\mathbb{H}$ which sends a quaternion $x$ to $q x$, where $q$ is a fixed quaternion.
a) Prove that this map sends orthogonal vectors to orthogonal vectors.
b) Prove that the determinant of this map is equal to $|q|^{4}$.
41.7. Given a tetrahedron $A B C D$ prove with the help of quaternions that

$$
A B \cdot C D+B C \cdot A D \geq A C \cdot B D
$$

41.8. Let $x$ and $y$ be octonions. Prove that a) $x(y y)=(x y) y$ and $x(x y)=(x x) y$; b) $(y x) y=y(x y)$.

## 42. Representations of matrix algebras

42.1. Let $A$ be an associative algebra and $\operatorname{Mat}(V)$ the associative algebra of linear transformations of a vector space $V$. A homomorphism $f: A \longrightarrow \operatorname{Mat}(V)$ of associative algebras is called a representation of $A$. Given a homomorphism $f$ we define the action of $A$ in $V$ by the formula $a v=f(a) v$. We have $(a b) v=a(b v)$. Thus, the space $V$ is an $A$-module.

A subspace $W \subset V$ is an invariant subspace of the representation $f$ if $A W \subset$ $W$, i.e., if $W$ is a submodule of the $A$-module $V$. A representation is said to be irreducible if any nonzero invariant subspace of it coincides with the whole space $V$. A representation $f: A \longrightarrow \operatorname{Mat}(V)$ is called completely reducible if the space $V$ is the direct sum of invariant subspaces such that the restriction of $f$ to each of them is irreducible.
42.1.1. Theorem. Let $A=\operatorname{Mat}\left(V^{n}\right)$ and $f: A \longrightarrow \operatorname{Mat}\left(W^{m}\right)$ a representation such that $f\left(I_{n}\right)=I_{m}$. Then $W^{m}=W_{1} \oplus \cdots \oplus W_{k}$, where the $W_{i}$ are invariant subspaces isomorphic to $V^{n}$.

Proof. Let $e_{1}, \ldots, e_{m}$ be a basis of $W$. Since $f\left(I_{n}\right) e_{i}=e_{i}$, it follows that $W \subset \operatorname{Span}\left(A e_{1}, \ldots, A e_{m}\right)$. It is possible to represent the space of $A$ in the form of the direct sum of subspaces $F_{i}$ consisting of matrices whose columns are all zero, except the $i$ th one. Clearly, $A F_{i}=F_{i}$ and if $a$ is a nonzero element of $F_{i}$ then $A a=F_{i}$. The space $W$ is the sum of spaces $F_{i} e_{j}$. These spaces are invariant, since $A F_{i}=F_{i}$. If $x=a e_{j}$, where $a \in F_{i}$ and $x \neq 0$, then $A x=A a e_{j}=F_{i} e_{j}$.

Therefore, any two spaces of the form $F_{i} e_{j}$ either do not have common nonzero elements or coincide. It is possible to represent $W$ in the form of the direct sum of certain nonzero subspaces $F_{i} e_{j}$. For this we have to add at each stage subspaces not contained in the direct sum of the previously chosen subspaces. It remains to demonstrate that every nonzero space $F_{i} e_{j}$ is isomorphic to $V$. Consider the map $h: F_{i} \longrightarrow F_{i} e_{j}$ for which $h(a)=a e_{j}$. Clearly, $A \operatorname{Ker} h \subset \operatorname{Ker} h$. Suppose that $\operatorname{Ker} h \neq 0$. In $\operatorname{Ker} h$, select a nonzero element $a$. Then $A a=F_{i}$. On the other
hand, $A a \subset \operatorname{Ker} h$. Therefore, $\operatorname{Ker} h=F_{i}$, i.e., $h$ is the zero map. Hence, either $h$ is an isomorphism or the zero map.

This proof remains valid for the algebra of matrices over $\mathbb{H}$, i.e., when $V$ and $W$ are spaces over $\mathbb{H}$. Note that if $A=\operatorname{Mat}\left(V^{n}\right)$, where $V^{n}$ is a space over $\mathbb{H}$ and $f: A \longrightarrow \operatorname{Mat}\left(W^{m}\right)$ a representation such that $f\left(I_{n}\right)=I_{m}$, then $W^{m}$ necessarily has the structure of a vector space over $\mathbb{H}$. Indeed, the multiplication of elements of $W^{m}$ by $i, j, k$ is determined by operators $f\left(i I_{n}\right), f\left(j I_{n}\right), f\left(k I_{n}\right)$.

In section $\S 41$ we have made use of not only Theorem 42.1.1 but also of the following statement.
42.1.2. Theorem. Let $A=\operatorname{Mat}\left(V^{n}\right) \oplus \operatorname{Mat}\left(V^{n}\right)$ and $f: A \longrightarrow \operatorname{Mat}\left(W^{m}\right) a$ representation such that $f\left(I_{n}\right)=I_{m}$. Then $W^{m}=W_{1} \oplus \cdots \oplus W_{k}$, where the $W_{i}$ are invariant subspaces isomorphic to $V^{n}$.

Proof. Let $F_{i}$ be the set of matrices defines in the proof of Theorem 42.1.1. The space $A$ can be represented as the direct sum of its subspaces $F_{i}^{1}=F_{i} \oplus 0$ and $F_{i}^{2}=0 \oplus F_{i}$. Similarly to the proof of Theorem 42.1 .1 we see that the space $W$ can be represented as the direct sum of certain nonzero subspaces $F_{i}^{k} e_{j}$ each of which is invariant and isomorphic to $V^{n}$.

## 43. The resultant

43.1. Consider polynomials $f(x)=\sum_{i=0}^{n} a_{i} x^{n-i}$ and $g(x)=\sum_{i=0}^{m} b_{i} x^{m-i}$, where $a_{0} \neq 0$ and $b_{0} \neq 0$. Over an algebraically closed field, $f$ and $g$ have a common divisor if and only if they have a common root. If the field is not algebraically closed then the common divisor can happen to be a polynomial without roots.

The presence of a common divisor for $f$ and $g$ is equivalent to the fact that there exist polynomials $p$ and $q$ such that $f q=g p$, where $\operatorname{deg} p \leq n-1$ and $\operatorname{deg} q \leq m-1$. Let $q=u_{0} x^{m-1}+\cdots+u_{m-1}$ and $p=v_{0} x^{n-1}+\cdots+v_{n-1}$. The equality $f q=g p$ can be expressed in the form of a system of equations

$$
\begin{aligned}
a_{0} u_{0} & =b_{0} v_{0} \\
a_{1} u_{0}+a_{0} u_{1} & =b_{1} v_{0}+b_{0} v_{1} \\
a_{2} u_{0}+a_{1} u_{1}+a_{0} u_{2} & =b_{2} v_{0}+b_{1} v_{1}+b_{0} v_{2}
\end{aligned}
$$

The polynomials $f$ and $g$ have a common root if and only if this system of equations has a nonzero solution $\left(u_{0}, u_{1}, \ldots, v_{0}, v_{1}, \ldots\right)$. If, for example, $m=3$ and $n=2$, then the determinant of this system is of the form

$$
\left|\begin{array}{ccccc}
a_{0} & 0 & 0 & -b_{0} & 0 \\
a_{1} & a_{0} & 0 & -b_{1} & -b_{0} \\
a_{2} & a_{1} & a_{0} & -b_{2} & -b_{1} \\
0 & a_{2} & a_{1} & -b_{3} & -b_{2} \\
0 & 0 & a_{2} & 0 & -b_{3}
\end{array}\right|= \pm\left|\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & 0 & 0 \\
0 & a_{0} & a_{1} & a_{2} & 0 \\
0 & 0 & a_{0} & a_{1} & a_{2} \\
b_{0} & b_{1} & b_{2} & b_{3} & 0 \\
0 & b_{0} & b_{1} & b_{2} & b_{3}
\end{array}\right|= \pm|S(f, g)|
$$

The matrix $S(f, g)$ is called Sylvester's matrix of polynomials $f$ and $g$. The determinant of $S(f, g)$ is called the resultant of $f$ and $g$ and is denoted by $R(f, g)$. It
is clear that $R(f, g)$ is a homogeneous polynomial of degree $m$ with respect to the variables $a_{i}$ and of degree $n$ with respect to the variables $b_{j}$. The polynomials $f$ and $g$ have a common divisor if and only if the determinant of the above system is zero, i.e., if $R(f, g)=0$.

The resultant has a number of applications. For example, given polynomial relations $P(x, z)=0$ and $Q(y, z)=0$ we can use the resultant in order to obtain a polynomial relation $R(x, y)=0$. Indeed, consider given polynomials $P(x, z)$ and $Q(y, z)$ as polynomials in $z$ considering $x$ and $y$ as constant parameters. Then the resultant $R(x, y)$ of these polynomials gives the required relation $R(x, y)=0$.

The resultant also allows one to reduce the problem of solution of a system of algebraic equations to the search of roots of polynomials. In fact, let $P\left(x_{0}, y_{0}\right)=0$ and $Q\left(x_{0}, y_{0}\right)=0$. Consider $P(x, y)$ and $Q(x, y)$ as polynomials in $y$. At $x=x_{0}$ they have a common root $y_{0}$. Therefore, their resultant $R(x)$ vanishes at $x=x_{0}$.
43.2. Theorem. Let $x_{i}$ be the roots of a polynomial $f$ and let $y_{j}$ be the roots of a polynomial $g$. Then

$$
R(f, g)=a_{0}^{m} b_{0}^{n} \prod\left(x_{i}-y_{j}\right)=a_{0}^{m} \prod g\left(x_{i}\right)=b_{0}^{n} \prod f\left(y_{j}\right) .
$$

Proof. Since $f=a_{0}\left(x-x_{1}\right) \ldots\left(x-x_{n}\right)$, then $a_{k}= \pm a_{0} \sigma_{k}\left(x_{1}, \ldots, x_{n}\right)$, where $\sigma_{k}$ is an elementary symmetric function. Similarly, $b_{k}= \pm b_{0} \sigma_{k}\left(y_{1}, \ldots, y_{m}\right)$. The resultant is a homogeneous polynomial of degree $m$ with respect to variables $a_{i}$ and of degree $n$ with respect to the $b_{j}$; hence,

$$
R(f, g)=a_{0}^{m} b_{0}^{n} P\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right),
$$

where $P$ is a symmetric polynomial in the totality of variables $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{m}$ which vanishes for $x_{i}=y_{j}$. The formula

$$
x_{i}^{k}=\left(x_{i}-y_{j}\right) x_{i}^{k-1}+y_{j} x_{i}^{k-1}
$$

shows that

$$
P\left(x_{1}, \ldots, y_{m}\right)=\left(x_{i}-y_{j}\right) Q\left(x_{1}, \ldots, y_{m}\right)+R\left(x_{1}, \ldots, \widehat{x_{i}}, \ldots, y_{m}\right) .
$$

Substituting $x_{i}=y_{j}$ in this equation we see that $R\left(x_{1}, \ldots, \widehat{x_{i}}, \ldots, y_{m}\right)$ is identically equal to zero, i.e., $R$ is the zero polynomial. Similar arguments demonstrate that $P$ is divisible by $S=a_{0}^{m} b_{0}^{n} \Pi\left(x_{i}-y_{j}\right)$.

Since $g(x)=b_{0} \prod_{j=1}^{m}\left(x-y_{j}\right)$, it follows that $\prod_{i=1}^{n} g\left(x_{i}\right)=b_{0}^{n} \prod_{i, j}\left(x_{i}-y_{j}\right)$; hence,

$$
S=a_{0}^{m} \prod_{i=1}^{n} g\left(x_{i}\right)=a_{0}^{m} \prod_{i=1}^{n}\left(b_{0} x_{i}^{m}+b_{1} x_{i}^{m-1}+\cdots+b_{m}\right)
$$

is a homogeneous polynomial of degree $n$ with respect to $b_{0}, \ldots, b_{m}$.
For the variables $a_{0}, \ldots, a_{n}$ our considerations are similar. It is also clear that the symmetric polynomial $a_{0}^{m} \prod\left(b_{0} x_{i}^{m}+b_{1} x_{i}^{m-1}+\cdots+b_{m}\right)$ is a polynomial in $a_{0}, \ldots, a_{n}$, $b_{0}, \ldots, b_{m}$. Hence, $R\left(a_{0}, \ldots, b_{m}\right)=\lambda S\left(a_{0}, \ldots, b_{m}\right)$, where $\lambda$ is a number. On the other hand, the coefficient of $\prod x_{i}^{m}$ in the polynomials $a_{0}^{m} b_{0}^{n} P\left(x_{1}, \ldots, y_{m}\right)$ and $S\left(x_{1}, \ldots, y_{m}\right)$ is equal to $a_{0}^{m} b_{0}^{n}$; hence, $\lambda=1$.
43.3. Bezout's matrix. The size of Sylvester's matrix is too large and, therefore, to compute the resultant with its help is inconvenient. There are many various ways to diminish the order of the matrix used to compute the resultant. For example, we can replace the polynomial $g$ by the remainder of its division by $f$ (see Problem 43.1).

There are other ways to diminish the order of the matrix used for the computations.

Suppose that $m=n$.
Let us express Sylvester's matrix in the form $\left(\begin{array}{ll}A_{1} & A_{2} \\ B_{1} & B_{2}\end{array}\right)$, where the $A_{i}, B_{i}$ are square matrices. It is easy to verify that

$$
A_{1} B_{1}=\left(\begin{array}{ccccc}
c_{0} & c_{1} & \ldots & c_{n-1} & c_{n} \\
0 & c_{0} & \ldots & c_{n-2} & c_{n-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & c_{0} & c_{1} \\
0 & 0 & \ldots & 0 & c_{0}
\end{array}\right)=B_{1} A_{1}, \quad \text { where } c_{k}=\sum_{i=0}^{k} a_{i} b_{k-i}
$$

hence,

$$
\left(\begin{array}{cc}
I & 0 \\
-B_{1} & A_{1}
\end{array}\right)\left(\begin{array}{ll}
A_{1} & A_{2} \\
B_{1} & B_{2}
\end{array}\right)=\left(\begin{array}{cc}
A_{1} & A_{2} \\
0 & A_{1} B_{2}-B_{1} A_{2}
\end{array}\right)
$$

and since $\left|A_{1}\right|=a_{0}^{n}$, then $R(f, g)=\left|A_{1} B_{2}-B_{1} A_{2}\right|$.
Let $c_{p q}=a_{p} b_{q}-a_{q} b_{p}$. It is easy to see that $A_{1} B_{2}-B_{1} A_{2}=\left\|w_{i j}\right\|_{1}^{n}$, where $w_{i j}=\sum c_{p q}$ and the summation runs over the pairs $(p, q)$ such that $p+q=n+j-i$, $p \leq n-1$ and $q \geq j$. Since $c_{\alpha \beta}+c_{\alpha+1, \beta-1}+\cdots+c_{\beta \alpha}=0$ for $\alpha \leq \beta$, we can confine ourselves to the pairs for which $p \leq \min (n-1, j-1)$. For example, for $n=4$ we get the matrix

$$
\left(\begin{array}{cccc}
c_{04} & c_{14} & c_{24} & c_{34} \\
c_{03} & c_{04}+c_{13} & c_{14}+c_{23} & c_{24} \\
c_{02} & c_{03}+c_{12} & c_{04}+c_{13} & c_{14} \\
c_{01} & c_{02} & c_{03} & c_{04}
\end{array}\right) .
$$

Let $J=\operatorname{antidiag}(1, \ldots, 1)$, i.e., $J=\left\|a_{i j}\right\|_{1}^{n}$, where $a_{i j}=\left\{\begin{array}{ll}1 & \text { for } i+j=n+1 \\ 0 & \text { otherwise }\end{array}\right.$. Then the matrix $Z=\left|w_{i j}\right|_{1}^{n} J$ is symmetric. It is called the Bezoutian or Bezout's matrix of $f$ and $g$.
43.4. Barnett's matrix. Let us describe one more way to diminish the order of the matrix to compute the resultant ([Barnett, 1971]). For simplicity, let us assume that $a_{0}=1$, i.e., $f(x)=x^{n}+a_{1} x^{n-1}+\cdots+a_{n}$ and $g(x)=b_{0} x^{m}+b_{1} x^{m-1}+\cdots+b_{m}$. To $f$ and $g$ assign Barnett's matrix $R=g(A)$, where

$$
A=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \ddots & 0 \\
0 & 0 & 0 & \ddots & 1 \\
-a_{n} & -a_{n-2} & -a_{n-3} & \ldots & -a_{1}
\end{array}\right)
$$

43.4.1. Theorem. $\operatorname{det} R=R(f, g)$.

Proof. Let $\beta_{1}, \ldots, \beta_{m}$ be the roots of $g$. Then $g(x)=b_{0}\left(x-\beta_{1}\right) \ldots\left(x-\beta_{m}\right)$. Hence, $g(A)=b_{0}\left(A-\beta_{1} I\right) \ldots\left(A-\beta_{m} I\right)$. Since $\operatorname{det}(A-\lambda I)=\prod_{i}\left(\alpha_{i}-\lambda\right)$ (see 1.5), then $\operatorname{det} g(A)=b_{0}^{m} \Pi\left(\alpha_{i}-\beta_{i}\right)=R(f, g)$.
43.4.2. Theorem. For $m \leq n$ it is possible to calculate the matrix $R$ in the following recurrent way. Let $r_{1}, \ldots, r_{n}$ be the rows of $R$. Then

$$
r_{1}= \begin{cases}\left(b_{m}, b_{m-1}, \ldots, b_{1}, b_{0}, 0, \ldots, 0\right) & \text { for } m<n \\ \left(d_{n}, \ldots, d_{1}\right) & \text { for } m=n\end{cases}
$$

where $d_{i}=b_{i}-b_{0} a_{i}$. Besides, $r_{i}=r_{i-1} A$ for $i=2, \ldots, n$.
Proof. Let $e_{i}=(0, \ldots, 1, \ldots, 0)$, where 1 occupies the $i$ th slot. For $k<n$ the first row of $A^{k}$ is equal to $e_{k+1}$. Therefore, the structure of $r_{1}$ for $m<n$ is obvious. For $m=n$ we have to make use of the identity $A^{n}+\sum_{i=1}^{n} a_{i} A^{n-i}=0$.

Since $e_{i}=e_{i-1} A$ for $i=2, \ldots, n$, it follows that

$$
r_{i}=e_{i} R=e_{i-1} A R=e_{i-1} R A=r_{i-1} A
$$

43.4.3. Theorem. The degree of the greatest common divisor of $f$ and $g$ is equal to $n-\operatorname{rank} R$.

Proof. Let $\beta_{1}, \ldots, \beta_{s}$ be the roots of $g$ with multiplicities $k_{1}, \ldots, k_{s}$, respectively. Then $g(x)=b_{0} \Pi\left(x-\beta_{i}\right)^{k_{i}}$ and $R=g(A)=b_{0} \prod_{i}\left(A-\beta_{i} I\right)^{k_{i}}$. Under the passage to the basis in which the matrix $A$ is of the Jordan normal form $J$, the matrix $R$ is replaced by $b_{0} \Pi\left(J-\beta_{i} I\right)^{k_{i}}$. The characteristic polynomial of $A$ coincides with the minimal polynomial and, therefore, if $\beta_{i}$ is a root of multiplicity $l_{i}$ of $f$, then the Jordan block $J_{i}$ of $J$ corresponding to the eigenvalue $\beta_{i}$ is of order $l_{i}$. It is also clear that

$$
\operatorname{rank}\left(J_{i}-\beta_{i} I\right)^{k_{i}}=l_{i}-\min \left(k_{i}, l_{i}\right) .
$$

Now, considering the Jordan blocks of $J$ separately, we easily see that $n-$ $\operatorname{rank} R=\sum_{i} \min \left(k_{i}, l_{i}\right)$ and the latter sum is equal to the degree of the greatest common divisor of $f$ and $g$.
43.5. Discriminant. Let $x_{1}, \ldots, x_{n}$ be the roots of $f(x)=a_{0} x^{n}+\cdots+a_{n}$ and let $a_{0} \neq 0$. The number $D(f)=a_{0}^{2 n-2} \prod_{i<j}\left(x_{i}-x_{j}\right)$ is called the discriminant of $f$. It is also clear that $D(f)=0$ if and only if $f$ has multiple roots, i.e., $R\left(f, f^{\prime}\right)=0$.
43.5.1. Theorem. $R\left(f, f^{\prime}\right)= \pm a_{0} D(f)$.

Proof. By Theorem $43.2 R\left(f, f^{\prime}\right)=a_{0}^{n-1} \prod_{i} f^{\prime}\left(x_{i}\right)$.
It is easy to verify that if $x_{i}$ is a root of $f$, then $f^{\prime}\left(x_{i}\right)=a_{0} \prod_{j \neq i}\left(x_{j}-x_{i}\right)$. Therefore,

$$
R\left(f, f^{\prime}\right)=a_{0}^{2 n-1} \prod_{j \neq i}\left(x_{i}-x_{j}\right)= \pm a_{0}^{2 n-1} \prod_{i<j}\left(x_{i}-x_{j}\right)^{2} .
$$

Corollary. The discriminant is a polynomial in the coefficients of $f$.
43.5.2. Theorem. Any matrix is the limit of matrices with simple (i.e., nonmultiple) eigenvalues.

Proof. Let $f(x)$ be the characteristic polynomial of a matrix $A$. The polynomial $f$ has multiple roots if and only if $D(f)=0$. Therefore, we get an algebraic equation for elements of $A$. The restriction of the equation $D(f)=0$ to the line $\{\lambda A+(1-\lambda) B\}$, where $B$ is a matrix with simple eigenvalues, has finitely many roots. Therefore, $A$ is the limit of matrices with simple eigenvalues.

## Problems

43.1. Let $r(x)$ be the remainder of the division of $g(x)$ by $f(x)$ and let $\operatorname{deg} r(x)=$ $k$. Prove that $R(f, g)=a_{0}^{m-k} R(f, r)$.
43.2. Let $f(x)=a_{0} x^{n}+\cdots+a_{n}, g(x)=b_{0} x^{m}+\cdots+b_{m}$ and let $r_{k}(x)=$ $a_{k 0} x^{n-1}+a_{k 1} x^{n-2}+\cdots+a_{k, n-1}$ be the remainder of the division of $x^{k} g(x)$ by $f(x)$. Prove that

$$
R(f, g)=a_{0}^{m}\left|\begin{array}{ccc}
a_{n-1,0} & \ldots & a_{n-1, n-1} \\
\vdots & \vdots & \vdots \\
a_{00} & \ldots & a_{0, n-1}
\end{array}\right|
$$

43.3. The characteristic polynomials of matrices $A$ and $B$ of size $n \times n$ and $m \times m$ are equal to $f$ and $g$, respectively. Prove that the resultant of the polynomials $f$ and $g$ is equal to the determinant of the operator $X \mapsto A X-X B$ in the space of matrices of size $n \times m$.
43.4. Let $\alpha_{1}, \ldots, \alpha_{n}$ be the roots of a polynomial $f(x)=\sum_{i=0}^{n} a_{i} x^{n-i}$ and $s_{k}=\alpha_{1}^{k}+\cdots+\alpha_{n}^{k}$. Prove that $D(f)=a_{0}^{2 n-2} \operatorname{det} S$, where

$$
S=\left(\begin{array}{cccc}
s_{0} & s_{1} & \ldots & s_{n-1} \\
s_{1} & s_{2} & \ldots & s_{n} \\
\vdots & \vdots & \vdots & \vdots \\
s_{n-1} & s_{n} & \ldots & s_{2 n-2}
\end{array}\right)
$$

## 44. The generalized inverse matrix. Matrix equations

44.1. A matrix $X$ is called a generalized inverse for a (not necessarily square) matrix $A$, if $X A X=X, A X A=A$ and the matrices $A X$ and $X A$ are Hermitian ones. It is easy to verify that for an invertible $A$ its generalized inverse matrix coincides with the inverse matrix.
44.1.1. Theorem. A matrix $X$ is a generalized inverse for $A$ if and only if the matrices $P=A X$ and $Q=X A$ are Hermitian projections onto $\operatorname{Im} A$ and $\operatorname{Im} A^{*}$, respectively.

Proof. First, suppose that $P$ and $Q$ are Hermitian projections to $\operatorname{Im} A$ and $\operatorname{Im} A^{*}$, respectively. If $v$ is an arbitrary vector, then $A v \in \operatorname{Im} A$ and, therefore, $P A v=A v$, i.e., $A X A v=A v$. Besides, $X v \in \operatorname{Im} X A=\operatorname{Im} A^{*}$; hence, $Q X v=X v$, i.e., $X A X v=X v$.

Now, suppose that $X$ is a generalized inverse for $A$. Then $P^{2}=(A X A) X=$ $A X=P$ and $Q^{2}=(X A X) A=X A=Q$, where $P$ and $Q$ are Hermitian matrices. It remains to show that $\operatorname{Im} P=\operatorname{Im} A$ and $\operatorname{Im} Q=\operatorname{Im} A^{*}$. Since $P=A X$ and
$Q=Q^{*}=A^{*} X^{*}$, then $\operatorname{Im} P \subset \operatorname{Im} A$ and $\operatorname{Im} Q \subset \operatorname{Im} A^{*}$. On the other hand, $A=A X A=P A$ and $A^{*}=A^{*} X^{*} A^{*}=Q^{*} A^{*}=Q A^{*}$; hence, $\operatorname{Im} A \subset \operatorname{Im} P$ and $\operatorname{Im} A^{*} \subset \operatorname{Im} Q$.
44.1.2. Theorem (Moore-Penrose). For any matrix $A$ there exists a unique generalized inverse matrix $X$.

Proof. If rank $A=r$ then $A$ can be represented in the form of the product of matrices $C$ and $D$ of size $m \times r$ and $r \times n$, respectively, where $\operatorname{Im} A=\operatorname{Im} C$ and $\operatorname{Im} A^{*}=\operatorname{Im} D^{*}$. It is also clear that $C^{*} C$ and $D D^{*}$ are invertible. Set

$$
X=D^{*}\left(D D^{*}\right)^{-1}\left(C^{*} C\right)^{-1} C^{*} .
$$

Then $A X=C\left(C^{*} C\right)^{-1} C^{*}$ and $X A=D^{*}\left(D D^{*}\right)^{-1} D$, i.e., the matrices $A X$ and $X A$ are Hermitian projections onto $\operatorname{Im} C=\operatorname{Im} A$ and $\operatorname{Im} D^{*}=\operatorname{Im} A^{*}$, respectively, (see 25.3) and, therefore, $X$ is a generalized inverse for $A$.

Now, suppose that $X_{1}$ and $X_{2}$ are generalized inverses for $A$. Then $A X_{1}$ and $A X_{2}$ are Hermitian projections onto $\operatorname{Im} A$, implying $A X_{1}=A X_{2}$. Similarly, $X_{1} A=$ $X_{2} A$. Therefore,

$$
X_{1}=X_{1}\left(A X_{1}\right)=\left(X_{1} A\right) X_{2}=X_{2} A X_{2}=X_{2}
$$

The generalized inverse of $A$ will be denoted ${ }^{5}$ by $A^{"-1 " . ~}$
44.2. The generalized inverse matrix $A^{"-1 "}$ is applied to solve systems of linear equations, both inconsistent and consistent. The most interesting are its applications solving inconsistent systems.
44.2.1. Theorem. Consider a system of linear equations $A x=b$. The value $|A x-b|$ is minimal for $x$ such that $A x=A A^{"-1 "} b$ and among all such $x$ the least value of $|x|$ is attained at the vector $x_{0}=A^{"}-1 " b$.

Proof. The operator $P=A A^{\text {" }}-1$ " is a projection and therefore, $I-P$ is also a projection and $\operatorname{Im}(I-P)=\operatorname{Ker} P($ see Theorem 25.1.2). Since $P$ is an Hermitian operator, Ker $P=(\operatorname{Im} P)^{\perp}$. Hence,

$$
\operatorname{Im}(I-P)=\operatorname{Ker} P=(\operatorname{Im} P)^{\perp}=(\operatorname{Im} A)^{\perp},
$$

i.e., for any vectors $x$ and $y$ the vectors $A x$ and $\left(I-A A^{"-1 ")} y\right.$ are perpendicular and

$$
\left|A x+\left(I-A A^{"-1 "}\right) y\right|^{2}=|A x|^{2}+\left|y-A A^{\prime \prime}-1 " y\right|^{2} .
$$

Similarly,

$$
\left|A^{"-1 "} x+\left(I-A^{"-1 "} A\right) y\right|^{2}=\left|A^{"-1 "} x\right|^{2}+\left|y-A^{" \prime}-1 " A y\right|^{2} .
$$

Since

$$
A x-b=A\left(x-A^{"-1 "} b\right)-\left(I-A A^{"-1 "}\right) b,
$$

[^4]it follows that
$$
|A x-b|^{2}=\left|A x-A A^{"-1 "} b\right|^{2}+\left|b-A A^{"-1 "} b\right|^{2} \geq\left|b-A A^{"-1 "} b\right|^{2}
$$
and equality is attained if and only if $A x=A A^{"-1 "} b$. If $A x=A A^{"-1 "} b$, then
$$
|x|^{2}=\left|A^{\prime \prime-1 "} b+\left(I-A^{\prime \prime-1 "} A\right) x\right|^{2}=\left|A^{\prime \prime}-1 " b\right|^{2}+\left|x-A^{\prime \prime-1 "} A x\right|^{2} \geq\left|A^{\prime \prime-1 "} b\right|^{2}
$$
and equality is attained if and only if
$$
x=A^{"-1 "} A x=A^{"-1 "} A A^{"-1 "} b=A^{"-1 "} b .
$$

Remark. The equality $A x=A A^{"}-1$ " $b$ is equivalent to the equality $A^{*} A x=$ $A^{*} x$. Indeed, if $A x=A A^{"-1 "} b$ then $A^{*} b=A^{*}\left(A^{"-1 "}\right)^{*} A^{*} b=A^{*} A A^{"-1 "} b=A^{*} A x$ and if $A^{*} A x=A^{*} b$ then

$$
A x=A A^{"-1 "} A x=\left(A^{"-1 "}\right)^{*} A^{*} A x=\left(A^{"-1 "}\right)^{*} A^{*} b=A A^{"-1 "} b
$$

With the help of the generalized inverse matrix we can write a criterion for consistency of a system of linear equations and find all its solutions.
44.2.2. Theorem. The matrix equation

$$
\begin{equation*}
A X B=C \tag{1}
\end{equation*}
$$

has a solution if and only if $A A^{"-1 "} C B B^{" 1 "} B=C$. The solutions of (1) are of the form
$X=A^{"-1 "} C B^{"-1 "}+Y-A^{"-1 "} A Y B B^{"-1 ",}$ where $Y$ is an arbitrary matrix.

Proof. If $A X B=C$, then

$$
C=A X B=A A^{"-1 "}(A X B) B^{"-1 "} B=A A^{"-1 "} C B^{"-1 "} B .
$$

Conversely, if $C=A A^{"-1 "} C B^{"-1 "} B$, then $X_{0}=A^{"-1 "} C B^{"-1 "}$ is a particular solution of the equation

$$
A X B=C .
$$

It remains to demonstrate that the general solution of the equation $A X B=0$ is of the form $X=Y-A^{"-1 "} A Y B B^{"-1 " . ~ C l e a r l y, ~} A\left(Y-A^{"-1 "} A Y B B^{"-1 "}\right) B=0$. On the other hand, if $A X B=0$ then $X=Y-A^{" 1}-1 " A Y B B^{"-1 "}$, where $Y=X$.

Remark. The notion of generalized inverse matrix appeared independently in the papers of [Moore, 1935] and [Penrose, 1955]. The equivalence of Moore's and Penrose's definitions was demonstrated in the paper [Rado, 1956].
44.3. Theorem ([Roth, 1952]). Let $A \in M_{m, m}, B \in M_{n, n}$ and $C \in M_{m, n}$.
a) The equation $A X-X B=C$ has a solution $X \in M_{m, n}$ if and only if the matrices $\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right)$ and $\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ are similar.
b) The equation $A X-Y B=C$ has a solution $X, Y \in M_{m, n}$ if and only if matrices $\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right)$ and $\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ are of the same rank.
Proof (Following [Flanders, Wimmer, 1977]). a) Let $K=\left(\begin{array}{cc}P & Q \\ R & S\end{array}\right)$, where $P \in M_{m, m}$ and $S \in M_{n, n}$. First, suppose that the matrices from the theorem are similar. For $i=0,1$ consider the maps $\varphi_{i}: M_{m, n} \longrightarrow M_{m, n}$ given by the formulas

$$
\begin{aligned}
& \varphi_{0}(K)=\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right) K-K\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right)=\left(\begin{array}{cc}
A P-P A & A Q-Q B \\
B R-R A & B S-S B
\end{array}\right), \\
& \varphi_{1}(K)=\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right) K-K\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right)=\left(\begin{array}{cc}
A P+C R-P A & A Q+C S-Q B \\
B R-R A & B S-S B
\end{array}\right) .
\end{aligned}
$$

The equations $F K=K F$ and $G F G^{-1} K^{\prime}=K^{\prime} F$ have isomorphic spaces of solutions; this isomorphism is given by the formula $K=G^{-1} K^{\prime}$. Hence, $\operatorname{dim} \operatorname{Ker} \varphi_{0}=$ $\operatorname{dim} \operatorname{Ker} \varphi_{1}$. If $K \in \operatorname{Ker} \varphi_{i}$, then $B R=R A$ and $B S=S B$. Therefore, we can consider the space

$$
V=\left\{(R, S) \in M_{n, m+n} \mid B R=R A, B S=S B\right\}
$$

and determine the projection $\mu_{i}: \operatorname{Ker} \varphi_{i} \longrightarrow V$, where $\mu_{i}(X)=(R, S)$. It is easy to verify that

$$
\operatorname{Ker} \mu_{i}=\left\{\left.\left(\begin{array}{rr}
P & Q \\
0 & 0
\end{array}\right) \right\rvert\, A P=P A, A Q=Q B\right\}
$$

For $\mu_{0}$ this is obvious and for $\mu_{1}$ it follows from the fact that $C R=0$ and $C S=0$ since $R=0$ and $S=0$.

Let us prove that $\operatorname{Im} \mu_{0}=\operatorname{Im} \mu_{1}$. If $(R, S) \in V$, then $\left(\begin{array}{cc}0 & 0 \\ R & S\end{array}\right) \in \operatorname{Ker} \varphi_{0}$. Hence, $\operatorname{Im} \mu_{0}=V$ and, therefore, $\operatorname{Im} \mu_{1} \subset \operatorname{Im} \mu_{0}$. On the other hand,

$$
\operatorname{dim} \operatorname{Im} \mu_{0}+\operatorname{dim} \operatorname{Ker} \mu_{0}=\operatorname{dim} \operatorname{Ker} \varphi_{0}=\operatorname{dim} \operatorname{Ker} \varphi_{1}=\operatorname{dim} \operatorname{Im} \mu_{1}+\operatorname{dim} \operatorname{Ker} \mu_{1} .
$$

The matrix $\left(\begin{array}{cc}I & 0 \\ 0 & -I\end{array}\right)$ belongs to $\operatorname{Ker} \varphi_{0}$ and, therefore, $(0,-I) \in \operatorname{Im} \mu_{0}=\operatorname{Im} \mu_{1}$. Hence, there is a matrix of the form $\left(\begin{array}{cc}P & Q \\ 0 & -I\end{array}\right)$ in $\operatorname{Ker} \varphi_{1}$. Thus, $A Q+C S-Q B=0$, where $S=-I$. Therefore, $X=Q$ is a solution of the equation $A X-X B=C$.

Conversely, if $X$ is a solution of this equation, then

$$
\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right)\left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right)=\left(\begin{array}{cc}
A & A X \\
0 & B
\end{array}\right)=\left(\begin{array}{cc}
A & C+X B \\
0 & B
\end{array}\right)=\left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right)
$$

and, therefore

$$
\left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right)^{-1}\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right)\left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right)=\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right) .
$$

b) First, suppose that the indicated matrices are of the same rank. For $i=0,1$ consider the map $\psi_{i}: M_{m+n, 2(m+n)} \longrightarrow M_{m+n, m+n}$ given by formulas

$$
\begin{aligned}
\psi_{0}(U, W) & =\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right) U-W\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right)=\left(\begin{array}{cc}
A U_{11}-W_{11} A & A U_{12}-W_{12} B \\
B U_{21}-W_{21} A & B U_{22}-W_{22} B
\end{array}\right), \\
\psi_{1}(U, W) & =\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right) U-W\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right) \\
& =\left(\begin{array}{cc}
A U_{11}+C U_{21}-W_{11} A & A U_{12}+C U_{22}-W_{12} B \\
B U_{21}-W_{21} A & B U_{22}-W_{22} B
\end{array}\right),
\end{aligned}
$$

where

$$
U=\left(\begin{array}{ll}
U_{11} & U_{12} \\
U_{21} & U_{22}
\end{array}\right) \text { and } W=\left(\begin{array}{ll}
W_{11} & W_{12} \\
W_{21} & W_{22}
\end{array}\right)
$$

The spaces of solutions of equations $F U=W F$ and $G F G^{-1} U^{\prime}=W^{\prime} F$ are isomorphic and this isomorphism is given by the formulas $U=G^{-1} U^{\prime}$ and $W=G^{-1} W^{\prime}$. Hence, $\operatorname{dim} \operatorname{Ker} \psi_{0}=\operatorname{dim} \operatorname{Ker} \psi_{1}$.

Consider the space

$$
Z=\left\{\left(U_{21}, U_{22} W_{21}, W_{22}\right) \mid B U_{21}=W_{21} A, B U_{22}=W_{22} B\right\}
$$

and define a map $\nu_{i}: \operatorname{Ker} \varphi_{i} \longrightarrow Z$, where $\nu_{i}(U, W)=\left(U_{21}, U_{22}, W_{21}, W_{22}\right)$. Then $\operatorname{Im} \nu_{1} \subset \operatorname{Im} \nu_{0}=Z$ and $\operatorname{Ker} \nu_{1}=\operatorname{Ker} \nu_{0}$. Therefore, $\operatorname{Im} \nu_{1}=\operatorname{Im} \nu_{0}$. The matrix $(U, W)$, where $U=W=\left(\begin{array}{cc}I & 0 \\ 0 & -I\end{array}\right)$, belongs to $\operatorname{Ker} \psi_{0}$. Hence, $\operatorname{Ker} \psi_{1}$ also contains an element for which $U_{22}=-I$. For this element the equality $A U_{12}+C U_{22}=W_{12} B$ is equivalent to the equality $A U_{12}-W_{12} B=C$.

Conversely, if a solution $X, Y$ of the given equation exists, then

$$
\left(\begin{array}{cc}
I & -Y \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right)\left(\begin{array}{cc}
I & X \\
0 & I
\end{array}\right)=\left(\begin{array}{cc}
A & A X-Y B \\
0 & B
\end{array}\right)=\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right) .
$$

## Problems

44.1. Prove that if $C=A X=Y B$, then there exists a matrix $Z$ such that $C=A Z B$.
44.2. Prove that any solution of a system of matrix equations $A X=0, B X=0$ is of the form $X=\left(I-A^{"}-1 " A\right) Y\left(I-B B^{\prime \prime}-1 "\right)$, where $Y$ is an arbitrary matrix.
44.3. Prove that the system of equations $A X=C, X B=D$ has a solution if and only if each of the equations $A X=C$ and $X B=D$ has a solution and $A D=C B$.

## 45. Hankel matrices and rational functions

Consider a proper rational function

$$
R(z)=\frac{a_{1} z^{m-1}+\cdots+a_{m}}{b_{0} z^{m}+b_{1} z^{m-1}+\cdots+b_{m}}
$$

where $b_{0} \neq 0$. It is possible to expand this function in a series

$$
R(z)=s_{0} z^{-1}+s_{1} z^{-2}+s_{2} z^{-3}+\ldots,
$$

where

$$
\begin{align*}
& b_{0} s_{0}=a_{1}, \\
& b_{0} s_{1}+b_{1} s_{0}=a_{2}, \\
& b_{0} s_{2}+b_{1} s_{1}+b_{2} s_{0}=a_{3},  \tag{1}\\
& \cdots \cdots \cdots \cdots \cdots \cdots \\
& b_{0} s_{m-1}+\cdots+b_{m-1} s_{0}=a_{m}
\end{align*}
$$

Besides, $b_{0} s_{q}+\cdots+b_{m} s_{q-m}=0$ for $q \geq m$. Thus, for all $q \geq m$ we have

$$
\begin{equation*}
s_{q}=\alpha_{1} s_{q-1}+\cdots+\alpha_{m} s_{q-m} \tag{2}
\end{equation*}
$$

where $\alpha_{i}=-b_{i} / b_{0}$. Consider the infinite matrix

$$
S=\left\|\begin{array}{cccc}
s_{0} & s_{1} & s_{2} & \ldots \\
s_{1} & s_{2} & s_{3} & \ldots \\
s_{2} & s_{3} & s_{4} & \ldots \\
\vdots & \vdots & \vdots & \ldots
\end{array}\right\|
$$

A matrix of such a form is called a Hankel matrix. Relation (2) means that the $(m+1)$ th row of $S$ is a linear combination of the first $m$ rows (with coefficients $\left.\alpha_{1}, \ldots, \alpha_{m}\right)$. If we delete the first element of each of these rows, we see that the $(m+2)$ th row of $S$ is a linear combination of the $m$ rows preceding it and therefore, the linear combination of the first $m$ rows. Continuing these arguments, we deduce that any row of the matrix $S$ is expressed in terms of its first $m$ rows, i.e., $\operatorname{rank} S \leq$ $m$.

Thus, if the series

$$
\begin{equation*}
R(z)=s_{0} z^{-1}+s_{1} z^{-2}+s_{2} z^{-3}+\ldots \tag{3}
\end{equation*}
$$

corresponds to a rational function $R(z)$ then the Hankel matrix $S$ constructed from $s_{0}, s_{1}, \ldots$ is of finite rank.

Now, suppose that the Hankel matrix $S$ is of finite rank $m$. Let us construct from $S$ a series (3). Let us prove that this series corresponds to a rational function. The first $m+1$ rows of $S$ are linearly dependent and, therefore, there exists a number $h \leq m$ such that the $m+1$-st row can be expressed linearly in terms of the first $m$ rows. As has been demonstrated, in this case all rows of $S$ are expressed in terms of the first $h$ rows. Hence, $h=m$. Thus, the numbers $s_{i}$ are connected by relation (2) for all $q \geq m$. The coefficients $\alpha_{i}$ in this relation enable us to determine the numbers $b_{0}=1, b_{1}=\alpha_{1}, \ldots, b_{m}=\alpha_{m}$. Next, with the help of relation (1) we can determine the numbers $a_{1}, \ldots, a_{m}$. For the numbers $a_{i}$ and $b_{j}$ determined in this way we have

$$
\frac{s_{0}}{z}+\frac{s_{1}}{z^{2}}+\cdots=\frac{a_{1} z^{m-1}+\cdots+a_{m}}{b_{0} z^{m}+\cdots+b_{m}}
$$

i.e., $R(z)$ is a rational function.

Remark. Matrices of finite size of the form

$$
\left(\begin{array}{cccc}
s_{0} & s_{1} & \ldots & s_{n} \\
s_{1} & s_{2} & \ldots & s_{n+1} \\
\vdots & \vdots & \vdots & \vdots \\
s_{n} & s_{n+1} & \ldots & s_{2 n}
\end{array}\right)
$$

are also sometimes referred to as Hankel matrices. Let $J=\operatorname{antidiag}(1, \ldots, 1)$, i.e., $J=\left\|a_{i j}\right\|_{0}^{n}$, where $a_{i j}=\left\{\begin{array}{ll}1 & \text { for } i+j=n, \\ 0 & \text { otherwise. }\end{array}\right.$ If $H$ is a Hankel matrix, then the matrix $J H$ is called a Toeplitz matrix; it is of the form

$$
\left(\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & \ldots & a_{n} \\
a_{-1} & a_{0} & a_{1} & \ldots & a_{n-1} \\
a_{-2} & a_{-1} & a_{0} & \ldots & a_{n-2} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
a_{-n} & a_{-n+1} & a_{-n+2} & \ldots & a_{0}
\end{array}\right) .
$$

## 46. Functions of matrices. Differentiation of matrices

46.1. By analogy with the exponent of a number, we can define the expontent of a matrix $A$ to be the sum of the series

$$
\sum_{k=0}^{\infty} \frac{A^{k}}{k!}
$$

Let us prove that this series converges. If $A$ and $B$ are square matrices of order $n$ and $\left|a_{i j}\right| \leq a,\left|b_{i j}\right| \leq b$, then the absolute value of each element of $A B$ does not exceed nab. Hence, the absolute value of the elements of $A^{k}$ does not exceed $n^{k-1} a^{k}=(n a)^{k} / n$ and, since $\frac{1}{n} \sum_{k=0}^{\infty} \frac{(n a)^{k}}{k!}=\frac{1}{n} e^{n a}$, the series $\sum_{k=0}^{\infty} \frac{A^{k}}{k!}$ converges to a matrix denoted by $e^{A}=\exp A$; this matrix is called the exponent of $A$.

If $A_{1}=P^{-1} A P$, then $A_{1}^{k}=P^{-1} A^{k} P$. Therefore, $\exp \left(P^{-1} A P\right)=P^{-1}(\exp A) P$. Hence, the computation of the exponent of an arbitrary matrix reduces to the computation of the exponent of its Jordan blocks.

Let $J=\lambda I+N$ be a Jordan block of order $n$. Then

$$
(\lambda I+N)^{k}=\sum_{m=0}^{k}\binom{k}{m} \lambda^{k-m} N^{m}
$$

Hence,

$$
\begin{aligned}
& \exp (t J)=\sum_{k=0}^{\infty} \frac{t^{k} J^{k}}{k!}=\sum_{k, m=0}^{\infty} \frac{t^{k}\binom{k}{m} \lambda^{k-m} N^{m}}{k!} \\
&=\sum_{m=0}^{\infty} \sum_{k=m}^{\infty} \frac{(\lambda t)^{k-m}}{(k-m)!} \frac{t^{m} N^{m}}{m!}=\sum_{m=0}^{\infty} \frac{t^{m}}{m!} e^{\lambda t} N^{m}=\sum_{m=0}^{n-1} \frac{t^{m}}{m!} e^{\lambda t} N^{m},
\end{aligned}
$$

since $N^{m}=0$ for $m \geq n$.
By reducing a matrix $A$ to the Jordan normal form we get the following statement.
46.1.1. Theorem. If the minimal polynomial of $A$ is equal to

$$
\left(x-\lambda_{1}\right)^{n_{1}} \ldots\left(x-\lambda_{k}\right)^{n_{k}}
$$

then the elements of $e^{A t}$ are of the form $p_{1}(t) e^{\lambda_{1} t}+\cdots+p_{k}(t) e^{\lambda_{k} t}$, where $p_{i}(t)$ is a polynomial of degree not greater than $n_{i}-1$.
46.1.2. Theorem. $\operatorname{det}\left(e^{A}\right)=e^{\operatorname{tr} A}$.

Proof. We may assume that $A$ is an upper triangular matrix with elements $\lambda_{1}, \ldots, \lambda_{n}$ on the diagonal. Then $A^{k}$ is an upper triangular matrix with elements $\lambda_{1}^{k_{1}}, \ldots, \lambda_{n}^{k_{n}}$ of the diagonal. Hence, $e^{A}$ is an upper triangular matrix with elements $\exp \lambda_{1}, \ldots, \exp \lambda_{n}$ on the diagonal.
46.2. Consider a family of matrices $X(t)=\left\|x_{i j}(t)\right\|_{1}^{n}$ whose elements are differentiable functions of $t$. Let $\dot{X}(t)=\frac{d X(t)}{d t}$ be the element-wise derivative of the matrix-valued function $X(t)$.
46.2.1. Theorem. $(X Y)^{\cdot}=\dot{X} Y+X \dot{Y}$.

Proof. If $Z=X Y$, then $z_{i j}=\sum_{k} x_{i k} y_{k j}$ hence $\dot{z}_{i j}=\sum_{k} \dot{x}_{i k} y_{k j}+\sum_{k} x_{i k} \dot{y}_{k j}$. therefore, $\dot{Z}=\dot{X} Y+X \dot{Y}$.
46.2.2. Theorem. a) $\left(X^{-1}\right)^{\bullet}=-X^{-1} \dot{X} X^{-1}$.
b) $\operatorname{tr}\left(X^{-1} \dot{X}\right)=-\operatorname{tr}\left(\left(X^{-1}\right)^{\cdot} X\right)$.

Proof. a) On the one hand, $\left(X^{-1} X\right)^{\cdot}=\dot{I}=0$. On the other hand, $\left(X^{-1} X\right)^{\cdot}=$ $\left(X^{-1}\right)^{\cdot} X+X^{-1} \dot{X}$. Therefore, $\left(X^{-1}\right)^{\cdot} X=-X^{-1} \dot{X}$ and $\left(X^{-1}\right)^{\cdot}=-X^{-1} \dot{X} X^{-1}$.
b) Since $\operatorname{tr}\left(X^{-1} X\right)=n$, it follows that

$$
0=\left[\operatorname{tr}\left(X^{-1} X\right)\right]^{\cdot}=\operatorname{tr}\left(\left(X^{-1}\right) \cdot X\right)+\operatorname{tr}\left(X^{-1} \dot{X}\right)
$$

46.2.3. Theorem. $\left(e^{A t}\right)^{\cdot}=A e^{A t}$.

Proof. Since the series $\sum_{k=0}^{\infty} \frac{(t A)^{k}}{k!}$ converges absolutely,

$$
\frac{d}{d t}\left(e^{A t}\right)=\sum_{k=0}^{\infty} \frac{d}{d t}\left(\frac{(t A)^{k}}{k!}\right)=\sum_{k=0}^{\infty} \frac{k t^{k-1} A^{k}}{k!}=A \sum_{k=1}^{\infty} \frac{(t A)^{k-1}}{(k-1)!}=A e^{A t}
$$

46.3. A system of $n$ first order linear differential equations in $n$ variables can be expressed in the form $\dot{X}=A X$, where $X$ is a column of length $n$ and $A$ is a matrix of order $n$. If $A$ is a constant matrix, then $X(t)=e^{A t} C$ is the solution of this equation with the initial condition $X(0)=C$ (see Theorem 46.2.3); the solution of this equation with a given initial value is unique.

The general form of the elements of the matrix $e^{A t}$ is given by Theorem 46.1.1; using the same theorem, we get the following statement.
46.3.1. Theorem. Consider the equation $\dot{X}=A X$. If the minimal polynomial of $A$ is equal to $\left(\lambda-\lambda_{1}\right)^{n_{1}} \ldots\left(\lambda-\lambda_{k}\right)^{n_{k}}$ then the solution $x_{1}(t), \ldots, x_{n}(t)$ (i.e., the coordinates of the vector $X$ ) is of the form

$$
x_{i}(t)=p_{i 1}(t) e^{\lambda_{1} t}+\cdots+p_{i k}(t) e^{\lambda_{k} t}
$$

where $p_{i j}(t)$ is a polynomial whose degree does not exceed $n_{j}-1$.
It is easy to verify by a direct substitution that $X(t)=e^{A t} C e^{B t}$ is a solution of $\dot{X}=A X+X B$ with the initial condition $X(0)=C$.
46.3.2. Theorem. Let $X(t)$ be a solution of $\dot{X}=A(t) X$. Then

$$
\operatorname{det} X=\exp \left(\int_{0}^{t} \operatorname{tr} A(s) d s\right) \operatorname{det} X(0)
$$

Proof. By Problem 46.6 a) $(\operatorname{det} X)^{\cdot}=(\operatorname{det} X)\left(\operatorname{tr} \dot{X} X^{-1}\right)$. In our case $\dot{X} X^{-1}=$ $A(t)$. Therefore, the function $y(t)=\operatorname{det} X(t)$ satisfies the condition $(\ln y)^{\cdot}=\dot{y} / y=$ $\operatorname{tr} A(t)$. Therefore, $y(t)=c \exp \left(\int_{0}^{t} \operatorname{tr} A(s) d s\right)$, where $c=y(0)=\operatorname{det} X(0)$.

## Problems

46.1. Let $A=\left(\begin{array}{cc}0 & -t \\ t & 0\end{array}\right)$. Compute $e^{A}$.
46.2. a) Prove that if $[A, B]=0$, then $e^{A+B}=e^{A} e^{B}$.
b) Prove that if $e^{(A+B) t}=e^{A t} e^{B t}$ for all $t$, then $[A, B]=0$.
46.3. Prove that for any unitary matrix $U$ there exists an Hermitian matrix $H$ such that $U=e^{i H}$.
46.4. a) Prove that if a real matrix $X$ is skew-symmetric, then $e^{X}$ is orthogonal.
b) Prove that any orthogonal matrix $U$ with determinant 1 can be represented in the form $e^{X}$, where $X$ is a real skew-symmetric matrix.
46.5. a) Let $A$ be a real matrix. Prove that $\operatorname{det} e^{A}=1$ if and only if $\operatorname{tr} A=0$.
b) Let $B$ be a real matrix and $\operatorname{det} B=1$. Is there a real matrix $A$ such that $B=e^{A}$ ?
46.6. a) Prove that

$$
(\operatorname{det} A)^{\cdot}=\operatorname{tr}\left(\dot{A} \operatorname{adj} A^{T}\right)=(\operatorname{det} A) \operatorname{tr}\left(\dot{A} A^{-1}\right)
$$

b) Let $A$ be an $n \times n$-matrix. Prove that $\operatorname{tr}\left(A\left(\operatorname{adj} A^{T}\right)^{\bullet}\right)=(n-1) \operatorname{tr}\left(\dot{A} \operatorname{adj} A^{T}\right)$.
46.7. [Aitken, 1953]. Consider a map $F: M_{n, n} \longrightarrow M_{n, n}$. Let $\Omega F(X)=$ $\left\|\omega_{i j}(X)\right\|_{1}^{n}$, where $\omega_{i j}(X)=\frac{\partial}{\partial x_{j i}} \operatorname{tr} F(X)$. Prove that if $F(X)=X^{m}$, where $m$ is an integer, then $\Omega F(X)=m X^{m-1}$.

## 47. Lax pairs and integrable systems

47.1. Consider a system of differential equations

$$
\dot{x}(t)=f(x, t), \text { where } x=\left(x_{1}, \ldots, x_{n}\right), \quad f=\left(f_{1}, \ldots, f_{n}\right) .
$$

A nonconstant function $F\left(x_{1}, \ldots, x_{n}\right)$ is called a first integral of this system if

$$
\frac{d}{d t} F\left(x_{1}(t), \ldots, x_{n}(t)\right)=0
$$

for any solution $\left(x_{1}(t), \ldots, x_{n}(t)\right)$ of the system. The existence of a first integral enables one to reduce the order of the system by 1 .

Let $A$ and $L$ be square matrices whose elements depend on $x_{1}, \ldots, x_{n}$. The differential equation

$$
\dot{L}=A L-L A
$$

is called the Lax differential equation and the pair of operators $L, A$ in it a Lax pair.

Theorem. If the functions $f_{k}\left(x_{1}, \ldots, x_{n}\right)=\operatorname{tr}\left(L^{k}\right)$ are nonconstant, then they are first integrals of the Lax equation.

Proof. Let $B(t)$ be a solution of the equation $\dot{B}=-B A$ with the initial condition $B(0)=I$. Then

$$
\operatorname{det} B(t)=\exp \left(\int_{0}^{t} A(s) d s\right) \neq 0
$$

(see Theorem 46.3.2) and

$$
\begin{aligned}
\left(B L B^{-1}\right)^{\cdot}=\dot{B} L B^{-1} & +B \dot{L} B^{-1}+B L\left(B^{-1}\right)^{\cdot} \\
& =-B A L B^{-1}+B(A L-L A) B^{-1}+B L B^{-1}(B A) B^{-1}=0
\end{aligned}
$$

Therefore, the Jordan normal form of $L$ does not depend on $t$; hence, its eigenvalues are constants.

Representation of systems of differential equations in the Lax form is an important method for finding first integrals of Hamiltonian systems of differential equations.

For example, the Euler equations $\dot{M}=M \times \omega$, which describe the motion of a solid body with a fixed point, are easy to express in the Lax form. For this we should take

$$
L=\left(\begin{array}{ccc}
0 & -M_{3} & M_{2} \\
M_{3} & 0 & -M_{1} \\
-M_{2} & M_{1} & 0
\end{array}\right) \text { and } A=\left(\begin{array}{ccc}
0 & \omega_{3} & -\omega_{2} \\
-\omega_{3} & 0 & \omega_{1} \\
\omega_{2} & -\omega_{1} & 0
\end{array}\right)
$$

The first integral of this equation is $\operatorname{tr} L^{2}=-2\left(M_{1}^{2}+M_{2}^{2}+M_{3}^{2}\right)$.
47.2. A more instructive example is that of the Toda lattice:

$$
\ddot{x}_{i}=-\frac{\partial}{\partial x_{i}} U, \text { where } U=\exp \left(x_{1}-x_{2}\right)+\cdots+\exp \left(x_{n-1}-x_{n}\right) .
$$

This system of equations can be expressed in the Lax form with the following $L$ and $A$ :

$$
L=\left(\begin{array}{ccccc}
b_{1} & a_{1} & 0 & & 0 \\
a_{1} & b_{2} & a_{2} & & \\
0 & a_{2} & b_{3} & \ddots & 0 \\
& & \ddots & \ddots & a_{n-1} \\
0 & & 0 & a_{n-1} & b_{n}
\end{array}\right), \quad A=\left(\begin{array}{ccccc}
0 & a_{1} & 0 & & 0 \\
-a_{1} & 0 & a_{2} & & \\
0 & -a_{2} & 0 & \ddots & 0 \\
& & \ddots & \ddots & a_{n-1} \\
0 & & 0 & -a_{n-1} & 0
\end{array}\right),
$$

where $2 a_{k}=\exp \frac{1}{2}\left(x_{k}-x_{k+1}\right)$ and $2 b_{k}=-\dot{x}_{k}$. Indeed, the equation $\dot{L}=[A, L]$ is equivalent to the system of equations

$$
\begin{gathered}
\dot{b}_{1}=2 a_{1}^{2}, \quad \dot{b}_{2}=2\left(a_{2}^{2}-a_{1}^{2}\right), \ldots, \dot{b}_{n}=-2 a_{n-1}^{2} \\
\dot{a}_{1}=a_{1}\left(b_{2}-b_{1}\right), \ldots, \quad \dot{a}_{n-1}=a_{n-1}\left(b_{n}-b_{n-1}\right) .
\end{gathered}
$$

The equation

$$
\dot{a}_{k}=a_{k}\left(b_{k+1}-b_{k}\right)=a_{k} \frac{\dot{x}_{k}-\dot{x}_{k+1}}{2}
$$

implies that $\ln a_{k}=\frac{1}{2}\left(x_{k}-x_{k+1}\right)+c_{k}$, i.e., $a_{k}=d_{k} \exp \frac{1}{2}\left(x_{k}-x_{k+1}\right)$. Therefore, the equation $\dot{b}_{k}=2\left(a_{k}^{2}-a_{k-1}^{2}\right)$ is equivalent to the equation

$$
-\frac{\ddot{x}_{k}}{2}=2\left(d_{k}^{2} \exp \left(x_{k}-x_{k+1}\right)-d_{k-1}^{2} \exp \left(x_{k-1}-x_{k}\right)\right)
$$

If $d_{1}=\cdots=d_{n-1}=\frac{1}{2}$ we get the required equations.
47.3. The motion of a multidimensional solid body with the inertia matrix $J$ is described by the equation

$$
\begin{equation*}
\dot{M}=[M, \omega] \tag{1}
\end{equation*}
$$

where $\omega$ is a skew-symmetric matrix and $M=J \omega+\omega J$; here we can assume that $J$ is a diagonal matrix. The equation (1) is already in the Lax form; therefore, $I_{k}=\operatorname{tr} M^{2 k}$ for $k=1, \ldots,[n / 2]$ are first integrals of this equation (if $p>[n / 2]$, then the functions $\operatorname{tr} M^{2 p}$ can be expressed in terms of the functions $I_{k}$ indicated; if $p$ is odd, then $\operatorname{tr} M^{p}=0$ ). But we can get many more first integrals by expressing (1) in the form

$$
\begin{equation*}
\left(M+\lambda J^{2}\right)^{\cdot}=\left[M+\lambda J^{2}, \omega+\lambda J\right], \tag{2}
\end{equation*}
$$

where $\lambda$ is an arbitrary constant, as it was first done in [Manakov, 1976]. To prove that (1) and (2) are equivalent, it suffices to notice that

$$
[M, J]=-J^{2} \omega+\omega J^{2}=-\left[J^{2}, \omega\right] .
$$

The first integrals of (2) are all nonzero coefficients of the polynomials

$$
P_{k}(\lambda)=\operatorname{tr}\left(M+\lambda J^{2}\right)^{k}=\sum b_{s} \lambda^{s}
$$

Since $M^{T}=-M$ and $J^{T}=J$, it follows that

$$
P_{k}(\lambda)=\operatorname{tr}\left(-M+\lambda J^{2}\right)^{k}=\sum(-1)^{k-s} b_{s} \lambda^{s} .
$$

Therefore, if $k-s$ is odd, then $b_{s}=0$.
47.4. The system of Volterra equations

$$
\begin{equation*}
\dot{a}_{i}=a_{i}\left(\sum_{k=1}^{p-1} a_{i+k}-\sum_{k=1}^{p-1} a_{i-k}\right), \tag{1}
\end{equation*}
$$

where $p \geq 2$ and $a_{i+n}=a_{i}$, can also be expressed in the form of a family of Lax equations depending on a parameter $\lambda$. Such a representation is given in the book [Bogoyavlenskií, 1991]. Let $M=\left\|m_{i j}\right\|_{1}^{n}$ and $A=\left\|a_{i j}\right\|_{1}^{n}$, where in every matrix only $n$ elements - $m_{i, i+1}=1$ and $a_{i, i+1-p}=a_{i}$ - are nonzero. Consider the equation

$$
\begin{equation*}
(A+\lambda M)^{\bullet}=\left[A+\lambda M,-B-\lambda M^{p}\right] \tag{2}
\end{equation*}
$$

If $B=\sum_{j=0}^{p-1} M^{p-1-j} A M^{j}$, then $[M, B]+\left[A, M^{p}\right]=0$ and, therefore, equation (2) is equivalent to the equation $\dot{A}=-[A, B]$. It is easy to verify that $b_{i j}=$ $a_{i+p-1, j}+\cdots+a_{i, j+p-1}$. Therefore, $b_{i j}=0$ for $i \neq j$ and $b_{i}=b_{i i}=\sum_{k=0}^{p-1} a_{i+k}$. The equation $\dot{A}=-[A, B]$ is equivalent to the system of equations

$$
\dot{a}_{i j}=a_{i j}\left(b_{i}-b_{j}\right), \text { where } a_{i j} \neq 0 \text { only for } j=i+1-p
$$

As a result we get a system of equations (here $j=i+1-p$ ):

$$
\dot{a}_{i}=a_{i}\left(\sum_{k=0}^{p-1} a_{i+k}-\sum_{k=0}^{p-1} a_{j+k}\right)=a_{i}\left(\sum_{k=1}^{p-1} a_{i+k}-\sum_{k=1}^{p-1} a_{i-k}\right) .
$$

Thus, $I_{k}=\operatorname{tr}(A+\lambda M)^{k p}$ are first integrals of (1).
It is also possible to verify that the system of equations

$$
\dot{a}_{i}=a_{i}\left(\prod_{k=1}^{p-1} a_{i+k}-\prod_{k=1}^{p-1} a_{i-k}\right)
$$

is equivalent to the Lax equation

$$
(A+\lambda M)^{\cdot}=\left[A+\lambda M, \lambda^{-1} A^{p}\right],
$$

where $a_{i, i+1}=a_{i}$ and $m_{i, i+1-p}=-1$.

## 48. Matrices with prescribed eigenvalues

48.1.1. Theorem ([Farahat, Lederman, 1958]). For any polynomial $f(x)=$ $x^{n}+c_{1} x^{n-1}+\cdots+c_{n}$ and any numbers $a_{1}, \ldots, a_{n-1}$ there exists a matrix of order $n$ with characteristic polynomial $f$ and elements $a_{1}, \ldots, a_{n}$ on the diagonal (the last diagonal element $a_{n}$ is defined by the relation $\left.a_{1}+\cdots+a_{n}=-c_{1}\right)$.

Proof. The polynomials

$$
u_{0}=1, u_{1}=x-a_{1}, \ldots, u_{n}=\left(x-a_{1}\right) \ldots\left(x-a_{n}\right)
$$

constitute a basis in the space of polynomials of degree not exceeding $n$ and, therefore, $f=u_{n}+\lambda_{1} u_{n-1}+\cdots+\lambda_{n} u_{0}$. Equating the coefficients of $x^{n-1}$ in the left-hand side and the right-hand side we get $c_{1}=-\left(a_{1}+\cdots+a_{n}\right)+\lambda_{1}$, i.e., $\lambda_{1}=c_{1}+\left(a_{1}+\cdots+a_{n}\right)=0$. Let

$$
A=\left(\begin{array}{cccccc}
a_{1} & 1 & 0 & & & 0 \\
0 & a_{2} & 1 & & & 0 \\
& & \ddots & \ddots & \ddots & 0 \\
& & & \ddots & a_{n-1} & 1 \\
-\lambda_{n} & -\lambda_{n-1} & \ldots & \cdots & -\lambda_{2} & a_{n}
\end{array}\right)
$$

Expanding the determinant of $x I-A$ with respect to the last row we get

$$
|x I-A|=\lambda_{n}+\lambda_{n-1} u_{1}+\cdots+\lambda_{2} u_{n-2}+u_{n}=f,
$$

i.e., $A$ is the desired matrix.
48.1.2. Theorem ([Farahat, Lederman, 1958]). For any polynomial $f(x)=$ $x^{n}+c_{1} x^{n-1}+\cdots+c_{n}$ and any matrix $B$ of order $n-1$ whose characteristic and minimal polynomials coincide there exists a matrix $A$ such that $B$ is a submatrix of $A$ and the characteristic polynomial of $A$ is equal to $f$.

Proof. Let us seek $A$ in the form $A=\left(\begin{array}{cc}B & P \\ Q^{T} & b\end{array}\right)$, where $P$ and $Q$ are arbitrary columns of length $n-1$ and $b$ is an arbitrary number. Clearly,

$$
\operatorname{det}\left(x I_{n}-A\right)=(x-b) \operatorname{det}\left(x I_{n-1}-B\right)-Q^{T} \operatorname{adj}\left(x I_{n-1}-B\right) P
$$

(see Theorem 3.1.3). Let us prove that $\operatorname{adj}\left(x I_{n-1}-B\right)=\sum_{r=0}^{n-2} u_{r}(x) B^{r}$, where the polynomials $u_{0}, \ldots, u_{n-2}$ form a basis in the space of polynomials of degree not exceeding $n-2$. Let

$$
g(x)=\operatorname{det}\left(x I_{n-1}-B\right)=x^{n-1}+t_{1} x^{n-2}+\ldots
$$

and $\varphi(x, \lambda)=(g(x)-g(\lambda)) /(x-\lambda)$. Then

$$
\left(x I_{n-1}-B\right) \varphi(x, B)=g(x) I_{n-1}-g(B)=g(x) I_{n-1},
$$

since $g(B)=0$ by the Cayley-Hamilton theorem. Therefore,

$$
\varphi(x, B)=g(x)\left(x I_{n-1}-B\right)^{-1}=\operatorname{adj}\left(x I_{n-1}-B\right)
$$

Besides, since $\left(x^{k}-\lambda^{k}\right) /(x-\lambda)=\sum_{s=0}^{k-1} x^{k-1-s} \lambda^{s}$, it follows that

$$
\varphi(x, \lambda)=\sum_{r=0}^{n-2} t_{n-r-2} \sum_{s=0}^{r} x^{r-s} \lambda^{s}=\sum_{s=0}^{n-2} \lambda^{s} \sum_{r=s}^{n-2} t_{n-r-2} x^{r-s}
$$

and, therefore, $\varphi(x, \lambda)=\sum_{s=0}^{n-2} \lambda^{s} u_{s}(x)$, where

$$
u_{s}=x^{n-s-2}+t_{1} x^{n-s-3}+\cdots+t_{n-s-2} .
$$

Thus,

$$
\begin{aligned}
\operatorname{det}\left(x I_{n}-A\right)=(x-b)\left(x^{n-1}+\right. & \left.t_{1} x^{n-2}+\ldots\right)-\sum_{s=0}^{n-2} u_{s} Q^{T} B^{s} P \\
& =x^{n}+\left(t_{1}-b\right) x^{n-1}+h(x)-\sum_{s=0}^{n-2} u_{s} Q^{T} B^{s} P
\end{aligned}
$$

where $h$ is a polynomial of degree less than $n-1$ and the polynomials $u_{0}, \ldots, u_{n-2}$ form a basis in the space of polynomials of degree less than $n-1$. Since the characteristic polynomial of $B$ coincides with the minimal polynomial, the columns $Q$ and $P$ can be selected so that $\left(Q^{T} P, \ldots, Q^{T} B^{n-2} P\right)$ is an arbitrary given set of numbers; cf. 13.3.
48.2. Theorem ([Friedland, 1972]). Given all offdiagonal elements in a complex matrix $A$, it is possible to select diagonal elements $x_{1}, \ldots, x_{n}$ so that the eigenvalues of $A$ are given complex numbers; there are finitely many sets $\left\{x_{1}, \ldots, x_{n}\right\}$ satisfying this condition.

Proof. Clearly,

$$
\begin{aligned}
\operatorname{det}(A+\lambda I)=\left(x_{1}+\lambda\right) & \ldots\left(x_{n}+\lambda\right)+\sum_{k \leq n-2} \alpha\left(x_{i_{1}}+\lambda\right) \ldots\left(x_{i_{k}}+\lambda\right) \\
& =\sum \lambda^{n-k} \sigma_{k}\left(x_{1}, \ldots, x_{n}\right)+\sum_{k \leq n-2} \lambda^{n-k} p_{k}\left(x_{1}, \ldots, x_{n}\right),
\end{aligned}
$$

where $p_{k}$ is a polynomial of degree $\leq k-2$. The equation $\operatorname{det}(A+\lambda I)=0$ has the numbers $\lambda_{1}, \ldots, \lambda_{n}$ as its roots if and only if

$$
\sigma_{k}\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\sigma_{k}\left(x_{1}, \ldots, x_{n}\right)+p_{k}\left(x_{1}, \ldots, x_{n}\right)
$$

Thus, our problem reduces to the system of equations

$$
\sigma_{k}\left(x_{1}, \ldots, x_{n}\right)=q_{k}\left(x_{1}, \ldots, x_{n}\right), \text { where } k=1, \ldots, n \text { and } \operatorname{deg} q_{k} \leq k-1
$$

Let $\sigma_{k}=\sigma_{k}\left(x_{1}, \ldots, x_{n}\right)$. Then the equality

$$
x^{n}-\sigma_{1} x^{n-1}+\sigma_{2} x^{n-2}+\cdots+(-1)^{n} \sigma_{n}=0
$$

holds for $x=x_{1}, \ldots, x_{n}$. Let

$$
f_{i}\left(x_{1}, \ldots, x_{n}\right)=x_{i}^{n}+q_{1} x_{i}^{n-1}-q_{2} x_{i}^{n-2}+\cdots+(-1)^{n} q_{n}=x_{i}^{n}+r_{i}\left(x_{1}, \ldots, x_{n}\right),
$$

where $\operatorname{deg} r_{i}<n$. Then
$f_{i}=f_{i}-\left(x_{i}^{n}-\sigma_{1} x_{i}^{n-1}+\sigma_{2} x_{i}^{n-2}-\cdots+(-1)^{n} \sigma_{n}\right)=x_{i}^{n-1} g_{1}+x_{i}^{n-2} g_{2}+\cdots+g_{n}$,
where $g_{i}=(-1)^{i-1}\left(\sigma_{i}+q_{i}\right)$. Therefore, $F=V G$, where $F$ and $G$ are columns $\left(f_{1}, \ldots, f_{n}\right)^{T}$ and $\left(g_{1}, \ldots, g_{n}\right)^{T}, V=\left\|x_{i}^{j-1}\right\|_{1}^{n}$. Therefore, $G=V^{-1} F$ and since $V^{-1}=W^{-1} V_{1}$, where $W=\operatorname{det} V=\prod_{i>j}\left(x_{i}-x_{j}\right)$ and $V_{1}$ is the matrix whose elements are polynomials in $x_{1}, \ldots, x_{n}$, then $W g_{1}, \ldots, W g_{n} \in I\left[f_{1}, \ldots, f_{n}\right]$, where $I\left[f_{1}, \ldots, f_{n}\right]$ is the ideal of the polynomial ring over $\mathbb{C}$ generated by $f_{1}, \ldots, f_{n}$.

Suppose that the polynomials $g_{1}, \ldots, g_{n}$ have no common roots. Then Hilbert's Nullstellensatz (see Appendix 4) shows that there exist polynomials $v_{1}, \ldots, v_{n}$ such that $1=\sum v_{i} g_{i}$; hence, $W=\sum v_{i}\left(W g_{i}\right) \in I\left[f_{1}, \ldots, f_{n}\right]$.

On the other hand, $W=\sum a_{i_{1} \ldots i_{n}} x_{1}^{i_{1}} \ldots x_{n}^{i_{n}}$, where $i_{k}<n$. Therefore, $W \notin$ $I\left[f_{1}, \ldots, f_{n}\right]$ (see Appendix 5). It follows that the polynomials $g_{1}, \ldots, g_{n}$ have a common root.

Let us show that the polynomials $g_{1}, \ldots, g_{n}$ have finitely many common roots. Let $\xi=\left(x_{1}, \ldots, x_{n}\right)$ be a root of polynomials $g_{1}, \ldots, g_{n}$. Then $\xi$ is a root of polynomials $f_{1}, \ldots, f_{n}$ because $f_{i}=x_{i}^{n-1} g_{1}+\cdots+g_{n}$. Therefore, $x_{i}^{n}+r_{i}\left(x_{1}, \ldots, x_{n}\right)=$ $f_{i}=0$ and $\operatorname{deg} r_{i}<n$. But such a system of equations has only finitely many solutions (see Appendix 5). Therefore, the number of distinct sets $x_{1}, \ldots, x_{n}$ is finite.
48.3. Theorem. Let

$$
\lambda_{1} \leq \cdots \leq \lambda_{n}, \quad d_{1} \leq \cdots \leq d_{n}, \quad d_{1}+\cdots+d_{k} \geq \lambda_{1}+\cdots+\lambda_{k}
$$

for $k=1, \ldots, n-1$ and $d_{1}+\cdots+d_{n}=\lambda_{1}+\cdots+\lambda_{n}$. Then there exists an orthogonal matrix $P$ such that the diagonal of the matrix $P^{T} \Lambda P$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, is occupied by the numbers $d_{1}, \ldots, d_{n}$.

Proof ([Chan, Kim-Hung Li, 1983]). First, let $n=2$. Then $\lambda_{1} \leq d_{1} \leq d_{2} \leq \lambda_{2}$ and $d_{2}=\lambda_{1}+\lambda_{2}-d_{1}$. If $\lambda_{1}=\lambda_{2}$, then we can set $P=I$. If $\lambda_{1}<\lambda_{2}$ then the matrix

$$
P=\left(\lambda_{2}-\lambda_{1}\right)^{-1 / 2}\left(\begin{array}{cc}
\sqrt{\lambda_{2}-d_{1}} & -\sqrt{d_{1}-\lambda_{1}} \\
\sqrt{d_{1}-\lambda_{1}} & \sqrt{\lambda_{2}-d_{1}}
\end{array}\right)
$$

is the desired one.
Now, suppose that the statement holds for some $n \geq 2$ and consider the sets of $n+1$ numbers. Since $\lambda_{1} \leq d_{1} \leq d_{n+1} \leq \lambda_{n+1}$, there exists a number $j>1$ such that $\lambda_{j-1} \leq d_{1} \leq \lambda_{j}$. Let $P_{1}$ be a permutation matrix such that

$$
P_{1}^{T} \Lambda P_{1}=\operatorname{diag}\left(\lambda_{1}, \lambda_{j}, \lambda_{2}, \ldots, \widehat{\lambda_{j}}, \ldots, \lambda_{n+1}\right)
$$

It is easy to verify that

$$
\lambda_{1} \leq \min \left(d_{1}, \lambda_{1}+\lambda_{j}-d_{1}\right) \leq \max \left(d_{1}, \lambda_{1}+\lambda_{j}-d_{1}\right) \leq \lambda_{j}
$$

Therefore, there exists an orthogonal $2 \times 2$ matrix $Q$ such that on the diagonal of the matrix $Q^{T} \operatorname{diag}\left(\lambda_{1}, \lambda_{j}\right) Q$ there stand the numbers $d_{1}$ and $\lambda_{1}+\lambda_{j}-d_{1}$. Consider the matrix $P_{2}=\left(\begin{array}{cc}Q & 0 \\ 0 & I_{n-1}\end{array}\right)$. Clearly, $P_{2}^{T}\left(P_{1}^{T} \Lambda P_{1}\right) P_{2}=\left(\begin{array}{cc}d_{1} & b^{T} \\ b & \Lambda_{1}\end{array}\right)$, where $\Lambda_{1}=\operatorname{diag}\left(\lambda_{1}+\lambda_{j}-d_{1}, \lambda_{2}, \ldots, \widehat{\lambda_{j}}, \ldots, \lambda_{n+1}\right)$.

The diagonal elements of $\Lambda_{1}$ arranged in increasing order and the numbers $d_{2}, \ldots, d_{n+1}$ satisfy the conditions of the theorem. Indeed,

$$
\begin{equation*}
d_{2}+\cdots+d_{k} \geq(k-1) d_{1} \geq \lambda_{2}+\cdots+\lambda_{k} \tag{1}
\end{equation*}
$$

for $k=2, \ldots, j-1$ and

$$
\begin{align*}
d_{2}+\cdots+d_{k}=d_{1}+\cdots & +d_{k}-d_{1} \geq \lambda_{1}+\cdots+\lambda_{k}-d_{1}  \tag{2}\\
& =\left(\lambda_{1}+\lambda_{j}-d_{1}\right)+\lambda_{2}+\cdots+\lambda_{j-1}+\lambda_{j+1}+\cdots+\lambda_{k}
\end{align*}
$$

for $k=j, \ldots, n+1$. In both cases (1), (2) the right-hand sides of the inequalities, i.e., $\lambda_{2}+\cdots+\lambda_{k}$ and $\left(\lambda_{1}+\lambda_{j}-d_{1}\right)+\lambda_{2}+\cdots+\lambda_{j-1}+\lambda_{j+1}+\cdots+\lambda_{k}$, are not less than the sum of $k-1$ minimal diagonal elements of $\Lambda_{1}$. Therefore, there exists an orthogonal matrix $Q_{1}$ such that the diagonal of $Q_{1}^{T} \Lambda_{1} Q_{1}$ is occupied by the numbers $d_{2}, \ldots, d_{n+1}$. Let $P_{3}=\left(\begin{array}{cc}1 & 0 \\ 0 & Q_{1}\end{array}\right)$; then $P=P_{1} P_{2} P_{3}$ is the desired matrix.

## Solutions

39.1. a) Clearly, $A X=\left\|\lambda_{i} x_{i j}\right\|_{1}^{n}$ and $X A=\left\|\lambda_{j} x_{i j}\right\|_{1}^{n}$; therefore, $\lambda_{i} x_{i j}=\lambda_{j} x_{i j}$. Hence, $x_{i j}=0$ for $i \neq j$.
b) By heading a) $X=\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)$. As is easy to verify $(N A X)_{i, i+1}=$ $\lambda_{i+1} x_{i+1}$ and $(X N A)_{i, i+1}=\lambda_{i+1} x_{i}$. Hence, $x_{i}=x_{i+1}$ for $i=1,2, \ldots, n-1$.
39.2. It suffices to make use of the result of Problem 39.1.
39.3. Let $p_{1}, \ldots, p_{n}$ be the sums of the elements of the rows of the matrix $X$ and $q_{1}, \ldots, q_{n}$ the sums of the elements of its columns. Then

$$
E X=\left(\begin{array}{ccc}
q_{1} & \ldots & q_{n} \\
\vdots & \ldots & \vdots \\
q_{1} & \ldots & q_{n}
\end{array}\right) \text { and } X E=\left(\begin{array}{ccc}
p_{1} & \ldots & p_{1} \\
\vdots & \ldots & \vdots \\
p_{n} & \ldots & p_{n}
\end{array}\right) .
$$

Therefore, $A X=X A$ if and only if

$$
q_{1}=\cdots=q_{n}=p_{1}=\cdots=p_{n} .
$$

39.4. The equality $A P_{\sigma}=P_{\sigma} A$ can be rewritten in the form $A=P_{\sigma}^{-1} A P_{\sigma}$. If $P_{\sigma}^{-1} A P_{\sigma}=\left\|b_{i j}\right\|_{1}^{n}$, then $b_{i j}=a_{\sigma(i) \sigma(j)}$. For any numbers $p$ and $q$ there exists a permutation $\sigma$ such that $p=\sigma(q)$. Therefore, $a_{q q}=b_{q q}=a_{\sigma(q) \sigma(q)}=a_{p p}$, i.e., all diagonal elements of $A$ are equal. If $i \neq j$ and $p \neq q$, then there exists a permutation $\sigma$ such that $i=\sigma(p)$ and $j=\sigma(q)$. Hence, $a_{p q}=b_{p q}=a_{\sigma(p)} a_{\sigma(q)}=a_{i j}$, i.e., all off-diagonal elements of $A$ are equal. It follows that

$$
A=\alpha I+\beta(E-I)=(\alpha-\beta) I+\beta E .
$$

39.5. We may assume that $A=\operatorname{diag}\left(A_{1}, \ldots, A_{k}\right)$, where $A_{i}$ is a Jordan block. Let $\mu_{1}, \ldots, \mu_{k}$ be distinct numbers and $B_{i}$ the Jordan block corresponding to the eigenvalue $\mu_{i}$ and of the same size as $A_{i}$. Then for $B$ we can take the matrix $\operatorname{diag}\left(B_{1}, \ldots, B_{k}\right)$.
39.6. a) For commuting matrices $A$ and $B$ we have

$$
(A+B)^{n}=\sum\binom{n}{k} A^{k} B^{n-k}
$$

Let $A^{m}=B^{m}=0$. If $n=2 m-1$ then either $k \geq m$ or $n-k \geq m$; hence, $(A+B)^{n}=0$.
b) By Theorem 39.2.2 the operators $A$ and $B$ have a common eigenbasis; this basis is the eigenbasis for the operator $A+B$.
39.7. Involutions are diagonalizable operators whose diagonal form has $\pm 1$ on the diagonal (see 26.1). Therefore, there exists a basis in which all matrices $A_{i}$ are of the form $\operatorname{diag}( \pm 1, \ldots, \pm 1)$. There are $2^{n}$ such matrices.
39.8. Let us decompose the space $V$ into the direct sum of invariant subspaces $V_{i}$ such that every operator $A_{j}$ has on every subspace $V_{i}$ only one eigenvalue $\lambda_{i j}$. Consider the diagonal operator $D$ whose restriction to $V_{i}$ is of the form $\mu_{i} I$ and all numbers $\mu_{i}$ are distinct. For every $j$ there exists an interpolation polynomial $f_{j}$ such that $f_{j}\left(\mu_{i}\right)=\lambda_{i j}$ for all $i$ (see Appendix 3). Clearly, $f_{j}(D)=A_{j}$.
39.9. It is easy to verify that all matrices of the form $\left(\begin{array}{cc}\lambda I & A \\ 0 & \lambda I\end{array}\right)$, where $A$ is an arbitrary matrix of order $m$, commute.
40.1. It is easy to verify that $[N, A]=N$. Therefore,

$$
\operatorname{ad}_{J} A=[J, A]=[N, A]=N=J-\lambda I .
$$

It is also clear that $\operatorname{ad}_{J}(J-\lambda I)=0$.
For any matrices $X$ and $Y$ we have

$$
\operatorname{ad}_{Y}((Y-\lambda I) X)=(Y-\lambda I) \operatorname{ad}_{Y} X
$$

Hence,

$$
\operatorname{ad}_{Y}^{2}((Y-\lambda I) X)=(Y-\lambda I) \operatorname{ad}_{Y}^{2} X
$$

Setting $Y=J$ and $X=A$ we get $\operatorname{ad}_{J}^{2}(N A)=(N A) \operatorname{ad}_{J}^{2} A=0$.
40.2. Since

$$
\begin{aligned}
C^{n}=C^{n-1} \sum\left[A_{i}, B_{i}\right] & =\sum C^{n-1} A_{i} B_{i}-\sum C^{n-1} B_{i} A_{i} \\
& =\sum A_{i}\left(C^{n-1} B_{i}\right)-\sum\left(C^{n-1} B_{i}\right) A_{i}=\sum\left[A_{i}, C^{n-1} B_{i}\right]
\end{aligned}
$$

it follows that $\operatorname{tr} C^{n}=0$ for $n \geq 1$. It follows that $C$ is nilpotent; cf. Theorem 24.2.1.
40.3. For $n=1$ the statement is obvious. It is also clear that if the statement holds for $n$, then

$$
\begin{aligned}
& \operatorname{ad}_{A}^{n+1}(B)=\sum_{i=0}^{n}(-1)^{n-i}\binom{n}{i} A^{i+1} B A^{n-i}-\sum_{i=0}^{n}(-1)^{n-i}\binom{n}{i} A^{i} B A^{n-i+1} \\
&=\sum_{i=1}^{n+1}(-1)^{n-i+1}\binom{n}{i-1} A^{i} B A^{n-i+1}+\sum_{i=0}^{n}(-1)^{n-i+1}\binom{n}{i} A^{i} B A^{n-i+1} \\
&=\sum_{i=0}^{n+1}(-1)^{n+1-i}\binom{n+1}{i} A^{i} B A^{n+1-i} .
\end{aligned}
$$

40.4. The map $D=\operatorname{ad}_{A}: M_{n, n} \longrightarrow M_{n, n}$ is a derivation. We have to prove that if $D^{2} B=0$, then $D^{n}\left(B^{n}\right)=n!(D B)^{n}$. For $n=1$ the statement is obvious. Suppose the statement holds for some $n$. Then

$$
D^{n+1}\left(B^{n}\right)=D\left[D^{n}\left(B^{n}\right)\right]=n!D\left[(D B)^{n}\right]=n!\sum_{i=0}^{n-1}(D B)^{i}\left(D^{2} B\right)(D B)^{n-1-i}=0
$$

Clearly,

$$
D^{n+1}\left(B^{n+1}\right)=D^{n+1}\left(B \cdot B^{n}\right)=\sum_{i=0}^{n+1}\binom{n+1}{i}\left(D^{i} B\right)\left(D^{n+1-i}\left(B^{n}\right)\right)
$$

Since $D^{i} B=0$ for $i \geq 2$, it follows that

$$
\begin{aligned}
D^{n+1}\left(B^{n+1}\right)=B \cdot D^{n+1}\left(B^{n}\right)+ & (n+1)(D B)\left(D^{n}\left(B^{n}\right)\right) \\
& =(n+1)(D B)\left(D^{n}\left(B^{n}\right)\right)=(n+1)!(D B)^{n+1}
\end{aligned}
$$

40.5. First, let us prove the required statement for $n=1$. For $m=1$ the statement is clear. It is also obvious that if the statement holds for some $m$ then

$$
\begin{aligned}
{\left[A^{m+1}, B\right]=A\left(A^{m} B-B A^{m}\right) } & +(A B-B A) A^{m} \\
& =m A[A, B] A^{m-1}+[A, B] A^{m}=(m+1)[A, B] A^{m}
\end{aligned}
$$

Now, let $m>n>0$. Multiplying the equality $\left[A^{n}, B\right]=n[A, B] A^{n-1}$ by $m A^{m-n}$ from the right we get

$$
m\left[A^{n}, B\right] A^{m-n}=m n[A, B] A^{m-1}=n\left[A^{m}, B\right] .
$$

40.6. To the operator $\operatorname{ad}_{A}$ in the space $\operatorname{Hom}(V, V)$ there corresponds operator $L=I \otimes A-A^{T} \otimes I$ in the space $V^{*} \otimes V$; cf. 27.5. If $A$ is diagonal with respect to a basis $e_{1}, \ldots, e_{n}$, then $L$ is diagonal with respect to the basis $e_{i} \otimes e_{j}$. Therefore, $\operatorname{Ker} L^{n}=\operatorname{Ker} L$.
40.7. a) If $\operatorname{tr} Z=0$ then $Z=[X, Y]$ (see 40.2); hence,

$$
\operatorname{tr}(A Z)=\operatorname{tr}(A X Y)-\operatorname{tr}(A Y X)=0
$$

Therefore, $A=\lambda I$; cf. Problem 5.1.
b) For any linear function $f$ on the space of matrices there exists a matrix $A$ such that $f(X)=\operatorname{tr}(A X)$. Now, since $f(X Y)=f(Y X)$, it follows that $\operatorname{tr}(A X Y)=$ $\operatorname{tr}(A Y X)$ and, therefore, $A=\lambda I$.
41.1. The product of the indicated quaternions is equal to

$$
-\left(x_{1} x_{2}+y_{1} y_{2}+z_{1} z_{2}\right)+\left(y_{1} z_{2}-z_{1} y_{2}\right) i+\left(z_{1} x_{2}-z_{2} x_{1}\right) j+\left(x_{1} y_{2}-x_{2} y_{1}\right) k .
$$

41.2. Let $q=a+v$, where $a$ is the real part of the quaternion and $v$ is its imaginary part. Then

$$
(a+v)^{2}=a^{2}+2 a v+v^{2}
$$

By Theorem 41.2.1, $v^{2}=-\bar{v} v=-|v|^{2} \leq 0$. Therefore, the quaternion $a^{2}+2 a v+v^{2}$ is real if and only if $a v$ is a real quaternion, i.e., $a=0$ or $v=0$.
41.3. It follows from the solution of Problem 41.2 that $q^{2}=-1$ if and only if $q=x i+y j+z k$, where $x^{2}+y^{2}+z^{2}=1$.
41.4. Let the quaternion $q=a+v$, where $a$ is the real part of $q$, commute with any purely imaginary quaternion $w$. Then $(a+v) w=w(a+v)$ and $a w=w a$; hence, $v w=w v$. Since $\overline{v w}=\bar{w} \bar{v}=w v$, we see that $v w$ is a real quaternion. It remains to notice that if $v \neq 0$ and $w$ is not proportional to $\bar{v}$, then $v w \notin \mathbb{R}$.
41.5. Let $B=W_{1}+W_{2} j$, where $W_{1}$ and $W_{2}$ are complex matrices. Then

$$
A B=Z_{1} W_{1}+Z_{2} j W_{1}+Z_{1} W_{2} j+Z_{2} j W_{2} j
$$

and

$$
A_{c} B_{c}=\left(\begin{array}{cc}
Z_{1} W_{1}-Z_{2} \bar{W}_{2} & Z_{1} W_{2}+Z_{2} \bar{W}_{1} \\
-\bar{Z}_{2} W_{1}-\bar{Z}_{1} \bar{W}_{2} & -\bar{Z}_{2} W_{2}+\bar{Z}_{1} \bar{W}_{1}
\end{array}\right) .
$$

Therefore, it suffices to prove that $Z_{2} j W_{1}=Z_{2} \bar{W}_{1} j$ and $Z_{2} j W_{2} j=-Z_{2} \bar{W}_{2}$. Since $j i=-i j$, we see that $j W_{1}=\bar{W}_{1} j$; and since $j j=-1$ and $j i j=i$, it follows that $j W_{2} j=-\bar{W}_{2}$.
41.6. a) Since $2(x, y)=\bar{x} y+\bar{y} x$, the equality $(x, y)=0$ implies that $\bar{x} y+\bar{y} x=0$. Hence,

$$
2(q x, q x)=\overline{q x} q y+\overline{q y} q x=\bar{x} \bar{q} q y+\bar{y} \bar{q} q x=|q|^{2}(\bar{x} y+\bar{y} x)=0
$$

b) The map considered preserves orientation and sends the rectangular parallelepiped formeded by the vectors $1, i, j, k$ into the rectangular parallelepiped formed by the vectors $q, q i, q j, q k$; the ratio of the lengths of the corresponding edges of these parallelepipeds is equal to $|q|$ which implies that the ratio of the volumes of these parallelepipeds is equal to $|q|^{4}$.
41.7. A tetrahedron can be placed in the space of quaternions. Let $a, b, c$ and $d$ be the quaternions corresponding to its vertices. We may assume that $c$ and $d$ are real quaternions. Then $c$ and $d$ commute with $a$ and $b$ and, therefore,

$$
(a-b)(c-d)+(b-c)(a-d)=(b-d)(a-c)
$$

It follows that

$$
|a-b||c-d|+|b-c||a-d| \geq|b-d||a-c| .
$$

41.8. Let $x=a+b e$ and $y=u+v e$. By the definition of the double of an algebra,

$$
(a+b e)(u+v e)=(a u-\bar{v} b)+(b \bar{u}+v a) e
$$

and, therefore,

$$
\begin{aligned}
& (x y) y=[(a u-\bar{v} b) u-\bar{v}(b \bar{u}+v a)]+[(b \bar{u}+v a) \bar{u}+v(a u-\bar{v} b)] e, \\
& x(y y)=\left[\left(a\left(u^{2}-\bar{v} v\right)-(u \bar{v}+\bar{u} \bar{v}) b\right]+\left[b\left(\bar{u}^{2}-\bar{v} v\right)+(v \bar{u}+v u) a\right] e .\right.
\end{aligned}
$$

To prove these equalities it suffices to make use of the associativity of the quaternion algebra and the facts that $\bar{v} v=v \bar{v}$ and that $u+\bar{u}$ is a real number. The identity $x(x y)=(x x) y$ is similarly proved.
b) Let us consider the trilinear map $f(a, x, y)=(a x) y-a(x y)$. Substituting $b=x+y$ in $(a b) b=a(b b)$ and taking into account that $(a x) x=a(x x)$ and (ay) $y=a(y y)$ we get

$$
(a x) y-a(y x)=a(x y)-(a y) x
$$

i.e., $f(a, x, y)=-f(a, y, x)$. Similarly, substituting $b=x+y$ in $b(b a)=(b b) a$ we get $f(x, y, a)=-f(y, x, a)$. Therefore,

$$
f(a, x, y)=-f(a, y, x)=f(y, a, x)=-f(y, x, a)
$$

i.e., $(a x) y+(y x) a=a(x y)+y(x a)$. For $a=y$ we get $(y x) y=y(x y)$.
43.1. By Theorem 43.2 $R(f, g)=a_{0}^{m} \prod g\left(x_{i}\right)$ and $R(f, r)=a_{0}^{k} \prod r\left(x_{i}\right)$. Besides, $f\left(x_{i}\right)=0$; hence,

$$
g\left(x_{i}\right)=f\left(x_{i}\right) q\left(x_{i}\right)+r\left(x_{i}\right)=r\left(x_{i}\right) .
$$

43.2. Let $c_{0}, \ldots, c_{n+m-1}$ be the columns of Sylvester's matrix $S(f, g)$ and let $y_{k}=x^{n+m-k-1}$. Then

$$
y_{0} c_{0}+\cdots+y_{n+m-1} c_{n+m-1}=c
$$

where $c$ is the column $\left(x^{m-1} f(x), \ldots, f(x), x^{n-1} g(x), \ldots, g(x)\right)^{T}$. Clearly, if $k \leq$ $n-1$, then $x^{k} g(x)=\sum \lambda_{i} x^{i} f(x)+r_{k}(x)$, where $\lambda_{i}$ are certain numbers and $i \leq m-1$. It follows that by adding linear combinations of the first $m$ elements to the last $n$ elements of the column $c$ we can reduce this column to the form

$$
\left(x^{m-1} f(x), \ldots, f(x), r_{n-1}(x), \ldots, r_{0}(x)\right)^{T}
$$

Analogous transformations of the rows of $S(f, g)$ reduce this matrix to the form $\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$, where

$$
A=\left(\begin{array}{ccc}
a_{0} & & * \\
& \ddots & \\
0 & & a_{0}
\end{array}\right), \quad B=\left(\begin{array}{ccc}
a_{n-1,0} & \ldots & a_{n-1, n-1} \\
\vdots & \ldots & \vdots \\
a_{00} & \ldots & a_{0, n-1}
\end{array}\right) .
$$

43.3. To the operator under consideration there corresponds the operator

$$
I_{m} \otimes A-B^{T} \otimes I_{n} \text { in } V^{m} \otimes V^{n}
$$

see 27.5. The eigenvalues of this operator are equal to $\alpha_{i}-\beta_{j}$, where $\alpha_{i}$ are the roots of $f$ and $\beta_{j}$ are the roots of $g$; see 27.4. Therefore, the determinant of this operator is equal to $\prod_{i, j}\left(\alpha_{i}-\beta_{j}\right)=R(f, g)$.
43.4. It is easy to verify that $S=V^{T} V$, where

$$
V=\left(\begin{array}{cccc}
1 & \alpha_{1} & \ldots & \alpha_{1}^{n-1} \\
\vdots & \vdots & \ldots & \vdots \\
1 & \alpha_{n} & \ldots & \alpha_{n}^{n-1}
\end{array}\right) .
$$

Hence, $\operatorname{det} S=(\operatorname{det} V)^{2}=\prod_{i<j}\left(\alpha_{i}-\alpha_{j}\right)^{2}$.
44.1. The equations $A X=C$ and $Y B=C$ are solvable; therefore, $A A^{"-1 "} C=C$ and $C B^{" 1}-1 " B=C$; see 45.2. It follows that

$$
C=A A^{"-1 "} C=A A^{"-1 "} C B^{"-1 "} B=A Z B, \text { where } Z=A^{"-1 "} C B^{"-1 "} .
$$

44.2. If $X$ is a matrix of size $m \times n$ and rank $X=r$, then $X=P Q$, where $P$ and $Q$ are matrices of size $m \times r$ and $r \times n$, respectively; cf. 8.2. The spaces spanned by the columns of matrices $X$ and $P$ coincide and, therefore, the equation $A X=0$ implies $A P=0$, which means that $P=\left(I-A^{\prime \prime-1 "} A\right) Y_{1}$; cf. 44.2. Similarly, the equality $X B=0$ implies that $Q=Y_{2}\left(I-B B^{"-1 "}\right)$. Hence,

$$
X=P Q=\left(I-A^{"-1 "} A\right) Y\left(I-B B^{"-1 "}\right), \text { where } Y=Y_{1} Y_{2} .
$$

It is also clear that if $X=\left(I-A^{" 1}-1 " A\right) Y\left(I-B B^{"-1 "}\right)$, then $A X=0$ and $X B=0$.
44.3. If $A X=C$ and $X B=D$, then $A D=A X B=C B$. Now, suppose that $A D=C B$ and each of the equations $A X=C$ and $X B=C$ is solvable. In this case $A A^{"}-1 " C=C$ and $D B^{" 1}-1 " B=D$. Therefore, $A\left(A^{"}-1 " C+D B^{\prime \prime}-1 "-\right.$ $\left.A^{"-1 "} A D B^{"}-1 "\right)=C$ and $\left(A^{"}-1 " C+D B^{"-1 "}-A^{"-1 "} C B B^{"}-1 "\right) B=D$, i.e., $X_{0}=A^{" 1}-1 " C+D B^{"-1 "}-A^{"}-1 " A D B^{"}-1 "$ is the solution of the system of equations considered.
46.1. Let $J=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$. Then $A^{2}=-t^{2} I, A^{3}=-t^{3} J, A^{4}=t^{4} I, A^{5}=t^{5} J$, etc. Therefore,

$$
\begin{aligned}
e^{A}=\left(1-\frac{t^{2}}{2!}+\frac{t^{4}}{4!}-\ldots\right) I+\left(t-\frac{t^{3}}{3!}\right. & \left.+\frac{t^{5}}{5!}-\ldots\right) J \\
& =(\cos t) I+(\sin t) J=\left(\begin{array}{cc}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right)
\end{aligned}
$$

46.2. a) Newton's binomial formula holds for the commuting matrices and, therefore,

$$
\begin{aligned}
e^{A+B} & =\sum_{n=0}^{\infty} \frac{(A+B)^{n}}{n!}=\sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{\binom{n}{k} A^{k} B^{n-k}}{k!} \\
& =\sum_{k=0}^{\infty} \sum_{n=k}^{\infty} \frac{A^{k}}{k!} \cdot \frac{B^{n-k}}{(n-k)!}=e^{A} e^{B} .
\end{aligned}
$$

b) Since

$$
e^{(A+B) t}=I+(A+B) t+\left(A^{2}+A B+B A+B^{2}\right) \frac{t^{2}}{2}+\ldots
$$

and

$$
e^{A t} e^{B t}=I+(A+B) t+\left(A^{2}+2 A B+B^{2}\right) \frac{t^{2}}{2}+\ldots
$$

it follows that

$$
A^{2}+A B+B A+B^{2}=A^{2}+2 B A+B^{2}
$$

and, therefore, $A B=B A$.
46.3. There exists a unitary matrix $V$ such that

$$
U=V D V^{-1}, \text { where } D=\operatorname{diag}\left(\exp \left(i \alpha_{1}\right), \ldots, \exp \left(i \alpha_{n}\right)\right)
$$

Let $\Lambda=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. Then $U=e^{i H}$, where $H=V \Lambda V^{-1}=V \Lambda V^{*}$ is an Hermitian matrix.
46.4. a) Let $U=e^{X}$ and $X^{T}=-X$. Then $U U^{T}=e^{X} e^{X^{T}}=e^{X} e^{-X}=I$ since the matrices $X$ and $-X$ commute.
b) For such a matrix $U$ there exists an orthogonal matrix $V$ such that

$$
U=V \operatorname{diag}\left(A_{1}, \ldots, A_{k}, I\right) V^{-1}, \text { where } A_{i}=\left(\begin{array}{cc}
\cos \varphi_{i} & -\sin \varphi_{i} \\
\sin \varphi_{i} & \cos \varphi_{i}
\end{array}\right)
$$

cf. Theorem 11.3. It is also clear that the matrix $A_{i}$ can be represented in the form $e^{X}$, where $X=\left(\begin{array}{cc}0 & -x \\ x & 0\end{array}\right)$; cf. Problem 46.1.
46.5. a) It suffices to observe that $\operatorname{det}\left(e^{A}\right)=e^{\operatorname{tr} A}$ (cf. Theorem 46.1.2), and that $\operatorname{tr} A$ is a real number.
b) Let $\lambda_{1}$ and $\lambda_{2}$ be eigenvalues of a real $2 \times 2$ matrix $A$ and $\lambda_{1}+\lambda_{2}=\operatorname{tr} A=0$. The numbers $\lambda_{1}$ and $\lambda_{2}$ are either both real or $\lambda_{1}=\bar{\lambda}_{2}$, i.e., $\lambda_{1}=-\bar{\lambda}_{1}$. Therefore,
the eigenvalues of $e^{A}$ are equal to either $e^{\alpha}$ and $e^{-\alpha}$ or $e^{i \alpha}$ and $e^{-i \alpha}$, where in either case $\alpha$ is a real number. It follows that $B=\left(\begin{array}{cc}-2 & 0 \\ 0 & -1 / 2\end{array}\right)$ is not the exponent of a real matrix.
46.6. a) Let $A_{i j}$ be the cofactor of $a_{i j}$. Then $\operatorname{tr}\left(\dot{A}\right.$ adj $\left.A^{T}\right)=\sum_{i, j} \dot{a}_{i j} A_{i j}$.

Since $\operatorname{det} A=a_{i j} A_{i j}+\ldots$, where the ellipsis stands for the terms that do not contain $a_{i j}$, it follows that

$$
(\operatorname{det} A)^{\cdot}=\dot{a}_{i j} A_{i j}+a_{i j} \dot{A}_{i j}+\cdots=\dot{a}_{i j} A_{i j}+\ldots
$$

where the ellipsis stands for the terms that do not contain $\dot{a}_{i j}$. Hence, $(\operatorname{det} A)^{\bullet}=$ $\sum_{i, j} \dot{a}_{i j} A_{i j}$.
b) Since $A \operatorname{adj} A^{T}=(\operatorname{det} A) I$, then $\operatorname{tr}\left(A \operatorname{adj} A^{T}\right)=n \operatorname{det} A$ and, therefore,

$$
n(\operatorname{det} A)^{\cdot}=\operatorname{tr}\left(\dot{A} \operatorname{adj} A^{T}\right)+\operatorname{tr}\left(A\left(\operatorname{adj} A^{T}\right)^{\bullet}\right)
$$

It remains to make use of the result of heading a).
46.7. First, suppose that $m>0$. Then

$$
\begin{aligned}
\left(X^{m}\right)_{i j} & =\sum_{a, b, \ldots, p, q} x_{i a} x_{a b} \ldots x_{p q} x_{q j} \\
\operatorname{tr} X^{m} & =\sum_{a, b, \ldots, p, q, r} x_{r a} x_{a b} \ldots x_{p q} x_{q r} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\frac{\partial}{\partial x_{j i}}\left(\operatorname{tr} X^{m}\right) & =\sum_{a, b, \ldots, p, q, r}\left(\frac{\partial x_{r a}}{\partial x_{j i}} x_{a b} \ldots x_{p q} x_{q r}+\cdots+x_{r a} x_{a b} \ldots x_{p q} \frac{\partial x_{q r}}{\partial x_{j i}}\right) \\
& =\sum_{b, \ldots, p, q} x_{i b} \ldots x_{p q} x_{q j}+\cdots+\sum_{a, b, \ldots, p} x_{i a} x_{a b} \ldots x_{p j}=m\left(X^{m-1}\right)_{i j} .
\end{aligned}
$$

Now, suppose that $m<0$. Let $X^{-1}=\left\|y_{i j}\right\|_{1}^{n}$. Then $y_{i j}=X_{j i} \Delta^{-1}$, where $X_{j i}$ is the cofactor of $x_{j i}$ in $X$ and $\Delta=\operatorname{det} X$. By Jacobi's Theorem (Theorem 2.5.2) we have

$$
\left|\begin{array}{cc}
X_{i_{1} j_{1}} & X_{i_{1} j_{2}} \\
X_{i_{2} j_{1}} & X_{i_{2} j_{2}}
\end{array}\right|=(-1)^{\sigma}\left|\begin{array}{ccc}
x_{i_{3} j_{3}} & \ldots & x_{i_{3} j_{n}} \\
\vdots & \ldots & \vdots \\
x_{i_{n} j_{3}} & \ldots & x_{i_{n} j_{n}}
\end{array}\right| \Delta
$$

and

$$
X_{i_{1} j_{1}}=(-1)^{\sigma}\left|\begin{array}{ccc}
x_{i_{2} j_{2}} & \ldots & x_{i_{2} j_{n}} \\
\vdots & \ldots & \vdots \\
x_{i_{n} j_{2}} & \ldots & x_{i_{n} j_{n}}
\end{array}\right|, \quad \text { where } \sigma=\left(\begin{array}{ccc}
i_{1} & \ldots & i_{n} \\
j_{1} & \ldots & j_{n}
\end{array}\right) .
$$

Hence, $\left|\begin{array}{ll}X_{i_{1} j_{1}} & X_{i_{1} j_{2}} \\ X_{i_{2} j_{1}} & X_{i_{2} j_{2}}\end{array}\right|=\Delta \frac{\partial}{\partial x_{i_{2} j_{2}}}\left(X_{i_{1} j_{1}}\right)$. It follows that

$$
\begin{aligned}
-X_{j \alpha} X_{\beta i} & =\Delta \frac{\partial}{\partial x_{j i}}\left(X_{\beta \alpha}\right)-X_{\beta \alpha} X_{j i} \\
& =\Delta \frac{\partial}{\partial x_{j i}}\left(X_{\beta \alpha}\right)-X_{\beta \alpha} \frac{\partial}{\partial x_{j i}}(\Delta)=\Delta^{2} \frac{\partial}{\partial x_{j i}}\left(\frac{X_{\beta \alpha}}{\Delta}\right),
\end{aligned}
$$

i.e., $\frac{\partial}{\partial x_{j i}} y_{\alpha \beta}=-y_{\alpha j} y_{i \beta}$. Since

$$
\left(X^{m}\right)_{i j}=\sum_{a, b, \ldots, q} y_{i a} y_{a b} \ldots y_{q j} \text { and } \operatorname{tr} X^{m}=\sum_{a, b, \ldots, q, r} y_{r a} y_{a b} \ldots y_{q r},
$$

it follows that

$$
\begin{aligned}
\frac{\partial}{\partial x_{j i}}\left(\operatorname{tr} X^{m}\right)=-\sum_{a, b, \ldots, q, r} y_{r j} y_{i a} y_{a b} \ldots y_{q r} & -\ldots \\
& -\sum_{a, b, \ldots, q, r} y_{r a} y_{a b} \ldots y_{q j} y_{i r}=m\left(X^{m-1}\right)_{i j} .
\end{aligned}
$$

## APPENDIX

A polynomial $f$ with integer coefficients is called irreducible over $\mathbb{Z}$ (resp. over $\mathbb{Q})$ if it cannot be represented as the product of two polynomials of lower degree with integer (resp. rational) coefficients.

Theorem. A polynomial $f$ with integer coefficients is irreducible over $\mathbb{Z}$ if and only if it is irreducible over $\mathbb{Q}$.

To prove this, consider the greatest common divisor of the coefficients of the polynomial $f$ and denote it cont $(f)$, the content of $f$.

Lemma(Gauss). If $\operatorname{cont}(f)=\operatorname{cont}(g)=1$ then $\operatorname{cont}(f g)=1$
Proof. Suppose that $\operatorname{cont}(f)=\operatorname{cont}(g)=1$ and $\operatorname{cont}(f g)=d \neq \pm 1$. Let $p$ be one of the prime divisors of $d$; let $a_{r}$ and $b_{s}$ be the nondivisible by $p$ coefficients of the polynomials $f=\sum a_{i} x^{i}$ and $g=\sum b_{i} x^{i}$ with the least indices. Let us consider the coefficient of $x^{r+s}$ in the power series expansion of $f g$. As well as all coefficients of $f g$, this one is also divisible by $p$. On the other hand, it is equal to the sum of numbers $a_{i} b_{i}$, where $i+j=r+s$. But only one of these numbers, namely, $a_{r} b_{s}$, is not divisible by $p$, since either $i<r$ or $j<s$. Contradiction.

Now we are able to prove the theorem.
Proof. We may assume that $\operatorname{cont}(f)=1$. Given a factorization $f=\varphi_{1} \varphi_{2}$, where $\varphi_{1}$ and $\varphi_{2}$ are polynomials with rational coefficients, we have to construct a factorization $f=f_{1} f_{2}$, where $f_{1}$ and $f_{2}$ are polynomials with integer coefficients. Let us represent $\varphi_{i}$ in the form $\varphi_{i}=\frac{a_{i}}{b_{i}} f_{i}$, where $a_{i}, b_{i} \in \mathbb{Z}$, the $f_{i}$ are polynomials with integer coefficients, and $\operatorname{cont}\left(f_{i}\right)=1$. Then $b_{1} b_{2} f=a_{1} a_{2} f_{1} f_{2}$; hence, $\operatorname{cont}\left(b_{1} b_{2} f\right)=\operatorname{cont}\left(a_{1} a_{2} f_{1} f_{2}\right)$. By the Gauss lemma $\operatorname{cont}\left(f_{1} f_{2}\right)=1$. Therefore, $a_{1} a_{2}= \pm b_{1} b_{2}$, i.e., $f= \pm f_{1} f_{2}$, which is the desired factorization.
A.1. Theorem. Let polynomials $f$ and $g$ with integer coefficients have a common root and let $f$ be an irreducible polynomial with the leading coefficient 1 . Then $g / f$ is a polynomial with integer coefficients.

Proof. Let us successively perform the division with a remainder (Euclid's algorithm):

$$
g=a_{1} f+b_{1}, \quad f=a_{2} b_{1}+b_{2}, \quad b_{1}=a_{3} b_{2}+b_{3}, \quad \ldots, \quad b_{n-2}=a_{n-1} b_{n} .
$$

It is easy to verify that $b_{n}$ is the greatest common divisor of $f$ and $g$. All polynomials $a_{i}$ and $b_{i}$ have rational coefficients. Therefore, the greatest common divisor of polynomials $f$ and $g$ over $\mathbb{Q}$ coincides with their greatest common divisor over $\mathbb{C}$. But over $\mathbb{C}$ the polynomials $f$ and $g$ have a nontrivial common divisor and, therefore, $f$ and $g$ have a nontrivial common divisor, $r$, over $\mathbb{Q}$ as well. Since $f$ is an irreducible polynomial with the leading coefficient 1 , it follows that $r= \pm f$.
A.2. Theorem (Eisenstein's criterion). Let

$$
f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n}
$$

be a polynomial with integer coefficients and let p be a prime such that the coefficient $a_{n}$ is not divisible by $p$ whereas $a_{0}, \ldots, a_{n-1}$ are, and $a_{0}$ is not divisible by $p^{2}$. Then the polynomial $f$ is irreducible over $\mathbb{Z}$.

Proof. Suppose that $f=g h=\left(\sum b_{k} x^{k}\right)\left(\sum c_{l} x^{l}\right)$, where $g$ and $h$ are not constants. The number $b_{0} c_{0}=a_{0}$ is divisible by $p$ and, therefore, one of the numbers $b_{0}$ or $c_{0}$ is divisible by $p$. Let, for definiteness sake, $b_{0}$ be divisible by $p$. Then $c_{0}$ is not divisible by $p$ because $a_{0}=b_{0} c_{0}$ is not divisible by $p^{2}$ If all numbers $b_{i}$ are divisible by $p$ then $a_{n}$ is divisible by $p$. Therefore, $b_{i}$ is not divisible by $p$ for a certain $i$, where $0<i \leq \operatorname{deg} g<n$.

We may assume that $i$ is the least index for which the number $b_{i}$ is nondivisible by $p$. On the one hand, by the hypothesis, the number $a_{i}$ is divisible by $p$. On the other hand, $a_{i}=b_{i} c_{0}+b_{i-1} c_{1}+\cdots+b_{0} c_{i}$ and all numbers $b_{i-1} c_{1}, \ldots, b_{0} c_{i}$ are divisible by $p$ whereas $b_{i} c_{0}$ is not divisible by $p$. Contradiction.

Corollary. If $p$ is a prime, then the polynomial $f(x)=x^{p-1}+\cdots+x+1$ is irreducible over $\mathbb{Z}$.

Indeed, we can apply Eisenstein's criterion to the polynomial

$$
f(x+1)=\frac{(x+1)^{p}-1}{(x+1)-1}=x^{p-1}+\binom{p}{1} x^{p-2}+\cdots+\binom{p}{p-1} .
$$

A.3. Theorem. Suppose the numbers

$$
y_{1}, y_{1}^{(1)}, \ldots, y_{1}^{\left(\alpha_{1}-1\right)}, \ldots, y_{n}, y_{n}^{(1)}, \ldots, y_{n}^{\left(\alpha_{n}-1\right)}
$$

are given at points $x_{1}, \ldots, x_{n}$ and $m=\alpha_{1}+\cdots+\alpha_{n}-1$. Then there exists a polynomial $H_{m}(x)$ of degree not greater than $m$ for which $H_{m}\left(x_{j}\right)=y_{j}$ and $H_{m}^{(i)}\left(x_{j}\right)=y_{j}^{(i)}$.

Proof. Let $k=\max \left(\alpha_{1}, \ldots, \alpha_{n}\right)$. For $k=1$ we can make use of Lagrange's interpolation polynomial

$$
L_{n}(x)=\sum_{j=1}^{n} \frac{\left(x-x_{1}\right) \ldots\left(x-x_{j-1}\right)\left(x-x_{j+1}\right) \ldots\left(x-x_{n}\right)}{\left(x_{j}-x_{1}\right) \ldots\left(x_{j}-x_{j-1}\right)\left(x_{j}-x_{j+1}\right) \ldots\left(x_{j}-x_{n}\right)} y_{j} .
$$

Let $\omega_{n}(x)=\left(x-x_{1}\right) \ldots\left(x-x_{n}\right)$. Take an arbitrary polynomial $H_{m-n}$ of degree not greater than $m-n$ and assign to it the polynomial $H_{m}(x)=L_{n}(x)+\omega_{n}(x) H_{m-n}(x)$. It is clear that $H_{m}\left(x_{j}\right)=y_{j}$ for any polynomial $H_{m-n}$. Besides,

$$
H_{m}^{\prime}(x)=L_{n}^{\prime}(x)+\omega_{n}^{\prime}(x) H_{m-n}(x)+\omega_{n}(x) H_{m-n}^{\prime}(x),
$$

i.e., $H_{m}^{\prime}\left(x_{j}\right)=L_{n}^{\prime}\left(x_{j}\right)+\omega_{n}^{\prime}\left(x_{j}\right) H_{m-n}\left(x_{j}\right)$. Since $\omega_{n}^{\prime}\left(x_{j}\right) \neq 0$, then at points where the values of $H_{m}^{\prime}\left(x_{j}\right)$ are given, we may determine the corresponding values of $H_{m-n}\left(x_{j}\right)$. Further,

$$
H_{m}^{\prime \prime}\left(x_{j}\right)=L_{n}^{\prime \prime}\left(x_{j}\right)+\omega_{n}^{\prime \prime}\left(x_{j}\right) H_{m-n}\left(x_{j}\right)+2 \omega_{n}^{\prime}\left(x_{j}\right) H_{m-n}^{\prime}\left(x_{j}\right)
$$

Therefore, at points where the values of $H_{m}^{\prime \prime}\left(x_{j}\right)$ are given we can determine the corresponding values of $H_{m-n}^{\prime}\left(x_{j}\right)$, etc. Thus, our problem reduces to the construction of a polynomial $H_{m-n}(x)$ of degree not greater than $m-n$ for which $H_{m-n}^{(i)}\left(x_{j}\right)=z_{j}^{(i)}$ for $i=0, \ldots, \alpha_{j}-2$ (if $\alpha_{j}=1$, then there are no restrictions on the values of $H_{m-n}$ and its derivatives at $\left.x_{j}\right)$. It is also clear that $m-n=\sum\left(\alpha_{j}-1\right)-1$. After $k-1$ of similar operations it remains to construct Lagrange's interpolation polynomial.
A.4. Hilbert's Nullstellensatz. We will only need the following particular case of Hilbert's Nullstellensatz.

Theorem. Let $f_{1}, \ldots, f_{r}$ be polynomials in $n$ indeterminates over $\mathbb{C}$ without common zeros. Then there exist polynomials $g_{1}, \ldots, g_{r}$ such that $f_{1} g_{1}+\cdots+f_{r} g_{r}=$ 1.

Proof. Let $I\left(f_{1}, \ldots, f_{r}\right)$ be the ideal of the polynomial ring $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]=K$ generated by $f_{1}, \ldots, f_{r}$. Suppose that there are no polynomials $g_{1}, \ldots, g_{r}$ such that $f_{1} g_{1}+\cdots+f_{r} g_{r}=1$. Then $I\left(f_{1}, \ldots, f_{r}\right) \neq K$. Let $I$ be a nontrivial maximal ideal containing $I\left(f_{1}, \ldots, f_{r}\right)$. As is easy to verify, $K / I$ is a field. Indeed, if $f \notin I$ then $I+K f$ is the ideal strictly containing $I$ and, therefore, this ideal coincides with $K$. It follows that there exist polynomials $g \in K$ and $h \in I$ such that $1=h+f g$. Then the class $\bar{g} \in K / I$ is the inverse of $\bar{f} \in K / I$.

Now, let us prove that the field $A=K / I$ coincides with $\mathbb{C}$.
Let $\alpha_{i}$ be the image of $x_{i}$ under the natural projection

$$
p: \mathbb{C}\left[x_{1}, \ldots, x_{n}\right] \longrightarrow \mathbb{C}\left[x_{1}, \ldots, x_{n}\right] / I=A .
$$

Then

$$
A=\left\{\sum z_{i_{1} \ldots i_{n}} \alpha_{1}^{i_{1}} \ldots \alpha_{n}^{i_{n}} \mid z_{i_{1} \ldots i_{n}} \in \mathbb{C}\right\}=\mathbb{C}\left[\alpha_{1}, \ldots, \alpha_{n}\right] .
$$

Further, let $A_{0}=\mathbb{C}$ and $A_{s}=\mathbb{C}\left[\alpha_{1}, \ldots, \alpha_{s}\right]$. Then $A_{s+1}=\left\{\sum a_{i} \alpha_{s+1}^{i} \mid a_{i} \in A_{s}\right\}=$ $A_{s}\left[\alpha_{s+1}\right]$. Let us prove by induction on $s$ that there exists a ring homomorphism $f: A_{s} \longrightarrow \mathbb{C}$ (which sends 1 to 1 ). For $s=0$ the statement is obvious. Now, let us show how to construct a homomorphism $g: A_{s+1} \longrightarrow \mathbb{C}$ from the homomorphism $f: A_{s} \longrightarrow \mathbb{C}$. For this let us consider two cases.
a) The element $x=\alpha_{s+1}$ is transcendental over $A_{s}$. Then for any $\xi \in \mathbb{C}$ there is determined a homomorphism $g$ such that $g\left(a_{n} x^{n}+\cdots+a_{0}\right)=f\left(a_{n}\right) \xi^{n}+\cdots+f\left(a_{0}\right)$. Setting $\xi=0$ we get a homomorphism $g$ such that $g(1)=1$.
b) The element $x=\alpha_{s+1}$ is algebraic over $A_{s}$, i.e., $b_{m} x^{m}+b_{m-1} x^{m-1}+\cdots+b_{0}=0$ for certain $b_{i} \in A_{s}$. Then for all $\xi \in \mathbb{C}$ such that $f\left(b_{m}\right) \xi^{m}+\cdots+f\left(b_{0}\right)=0$ there is determined a homomorphism $g\left(\sum a_{k} x^{k}\right)=\sum f\left(a_{k}\right) \xi^{k}$ which sends 1 to 1 .

As a result we get a homomorphism $h: A \longrightarrow \mathbb{C}$ such that $h(1)=1$. It is also clear that $h^{-1}(0)$ is an ideal and there are no nontrivial ideals in the field $A$. Hence, $h$ is a monomorphism. Since $A_{0}=\mathbb{C} \subset A$ and the restriction of $h$ to $A_{0}$ is the identity map then $h$ is an isomorphism.

Thus, we may assume that $\alpha_{i} \in \mathbb{C}$. The projection $p$ maps the polynomial $f_{i}\left(x_{1}, \ldots, x_{n}\right) \in K$ to $f_{i}\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{C}$. Since $f_{1}, \ldots, f_{r} \in I$, then $p\left(f_{i}\right)=0 \in \mathbb{C}$. Therefore, $f_{i}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=0$. Contradiction.
A.5. Theorem. Polynomials $f_{i}\left(x_{1}, \ldots, x_{n}\right)=x_{i}^{m_{i}}+P_{i}\left(x_{1}, \ldots, x_{n}\right)$, where $i=$ $1, \ldots, n$, are such that $\operatorname{deg} P_{i}<m_{i}$; let $I\left(f_{1}, \ldots, f_{n}\right)$ be the ideal generated by $f_{1}$, $\ldots, f_{n}$.
a) Let $P\left(x_{1}, \ldots, x_{n}\right)$ be a nonzero polynomial of the form $\sum a_{i_{1} \ldots i_{n}} x_{1}^{i_{1}} \ldots x_{n}^{i_{n}}$, where $i_{k}<m_{k}$ for all $k=1, \ldots, n$. Then $P \notin I\left(f_{1}, \ldots, f_{n}\right)$.
b) The system of equations $x_{i}^{m_{i}}+P_{i}\left(x_{1}, \ldots, x_{n}\right)=0 \quad(i=1, \ldots, n)$ is always solvable over $\mathbb{C}$ and the number of solutions is finite.

Proof. Substituting the polynomial $\left(f_{i}-P_{i}\right)^{t_{i}} x^{q_{i}}$ instead of $x_{i}^{m_{i} t_{i}+q_{i}}$, where $0 \leq$ $t_{i}$ and $0 \leq q_{i}<m_{i}$, we see that any polynomial $Q\left(x_{1}, \ldots, x_{n}\right)$, can be represented in the form

$$
Q\left(x_{1}, \ldots, x_{n}\right)=Q^{*}\left(x_{1}, \ldots, x_{n}, f_{1}, \ldots, f_{n}\right)=\sum a_{j s} x_{1}^{j_{1}} \ldots x_{n}^{j_{n}} f_{1}^{s_{1}} \ldots f_{n}^{s_{n}}
$$

where $j_{1}<m_{1}, \ldots, j_{n}<m_{n}$. Let us prove that such a representation $Q^{*}$ is uniquely determined. It suffices to verify that by substituting $f_{i}=x_{i}^{m_{i}}+$ $P_{i}\left(x_{1}, \ldots, x_{n}\right)$ in any nonzero polynomial $Q^{*}\left(x_{1}, \ldots, x_{n}, f_{1}, \ldots, f_{n}\right)$ we get a nonzero polynomial $\tilde{Q}\left(x_{1}, \ldots, x_{n}\right)$. Among the terms of the polynomial $Q^{*}$, let us select the one for which the sum $\left(s_{1} m_{1}+j_{1}\right)+\cdots+\left(s_{n} m_{n}+j_{n}\right)=m$ is maximal. Clearly, $\operatorname{deg} \tilde{Q} \leq m$. Let us compute the coefficient of the monomial $x_{1}^{s_{1} m_{1}+j_{1}} \ldots x_{n}^{s_{n} m_{n}+j_{n}}$ in $\tilde{Q}$. Since the sum

$$
\left(s_{1} m_{1}+j_{1}\right)+\cdots+\left(s_{n} m_{n}+j_{n}\right)
$$

is maximal, this monomial can only come from the monomial $x_{1}^{j_{1}} \ldots x_{n}^{j_{n}} f_{1}^{s_{1}} \ldots f_{n}^{s_{n}}$. Therefore, the coefficients of these two monomials are equal and $\operatorname{deg} \tilde{Q}=m$.

Clearly, $Q\left(x_{1}, \ldots, x_{n}\right) \in I\left(f_{1}, \ldots, f_{n}\right)$ if and only if $Q^{*}\left(x_{1}, \ldots, x_{n}, f_{1}, \ldots, f_{n}\right)$ is the sum of monomials for which $s_{1}+\cdots+s_{n} \geq 1$. Besides, if $P\left(x_{1}, \ldots, x_{n}\right)=$ $\sum a_{i_{1} \ldots i_{n}} x_{1}^{i_{1}} \ldots x_{n}^{i_{n}}$, where $i_{k}<m_{k}$, then

$$
P^{*}\left(x_{1}, \ldots, x_{n}, f_{1}, \ldots, f_{n}\right)=P\left(x_{1}, \ldots, x_{n}\right) .
$$

Hence, $P \notin I\left(f_{1}, \ldots, f_{n}\right)$.
b) If $f_{1}, \ldots, f_{n}$ have no common zero, then by Hilbert's Nullstellensatz the ideal $I\left(f_{1}, \ldots, f_{n}\right)$ coincides with the whole polynomial ring and, therefore, $P \in$ $I\left(f_{1}, \ldots, f_{n}\right)$; this contradicts heading a). It follows that the given system of equations is solvable. Let $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$ be a solution of this system. Then $\xi_{i}^{m_{i}}=$ $-P_{i}\left(\xi_{1}, \ldots, \xi_{n}\right)$, where $\operatorname{deg} P_{i}<m_{i}$, and, therefore, any polynomial $Q\left(\xi_{1}, \ldots \xi_{n}\right)$ can be represented in the form $Q\left(\xi_{1}, \ldots, \xi_{n}\right)=\sum a_{i_{1} \ldots i_{n}} \xi_{1}^{i_{1}} \ldots \xi_{n}^{i_{n}}$, where $i_{k}<m_{k}$ and the coefficient $a_{i_{1} \ldots i_{n}}$ is the same for all solutions. Let $m=m_{1} \ldots m_{n}$. The polynomials $1, \xi_{i}, \ldots, \xi_{i}^{m}$ can be linearly expressed in terms of the basic monomials $\xi_{1}^{i_{1}} \ldots \xi_{n}^{i_{n}}$, where $i_{k}<m_{k}$. Therefore, they are linearly dependent, i.e., $b_{0}+b_{1} \xi_{i}+\cdots+b_{m} \xi_{i}^{m}=0$, not all numbers $b_{0}, \ldots, b_{m}$ are zero and these numbers are the same for all solutions (do not depend on $i$ ). The equation $b_{0}+b_{1} x+\cdots+b_{m} x^{m}=0$ has, clearly, finitely many solutions.
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Frobenius' inequality, 58
Frobenius' matrix, 15
Frobenius-König's theorem , 164
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Gershgorin discs, 153
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Grassmann algebra, 127
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Hadamard product, 158
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Hermitian product, 65
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Hurwitz-Radon's theorem, 185
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image, 52
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inequality Weyl, 166
inequality, Hadamard, 148
inequality, Schur, 151
inequality, Szasz, 148
inequality, Weyl, 152
inertia, law of, Sylvester's, 99
inner product, 60
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involution, 115
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Jacobi identity, 175
Jacobi's theorem, 24
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Jordan block, 76
Jordan decomposition, additive, 79
Jordan decomposition, multiplicative, 79
Jordan matrix, 77
Jordan's theorem, 77
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Kronecker product, 124

Kronecker-Capelli's theorem, 53
L, 175
l'Hospital, 13
Lagrange's interpolation polynomial, 219
Lagrange's theorem, 99
Lanczos's decomposition, 89
Laplace's theorem, 22
Lax differential equation, 203
Lax pair, 203
lemma, Gauss, 218
matrices commuting, 173
matrices similar, 76
matrices, simultaneously triangularizable, 177
matrix centrally symmetric, 76
matrix doubly stochastic, 163
matrix expontent, 201
matrix Hankel, 200
matrix Hermitian, 98
matrix invertible, 13
matrix irreducible, 159
matrix Jordan, 77
matrix nilpotant, 110
matrix nonnegative, 159
matrix nonsingular, 13
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matrix positive, 159
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matrix skew-symmetric, 104
matrix Sylvester, 191
matrix symmetric, 98
matrix, (classical) adjoint of, 22
matrix, Barnett, 193
matrix, circulant, 16
matrix, companion, 15
matrix, compound, 24
matrix, Frobenius, 15
matrix, generalized inverse of, 195
matrix, normal, 108
matrix, orthonormal, 60
matrix, permutation, 80
matrix, rank of, 20
matrix, scalar, 11
matrix, Toeplitz, 201
matrix, tridiagonal, 16
matrix, Vandermonde, 14
min-max property, 100
minor, $p$ th order , 20
Moore-Penrose's theorem, 196
multilinear map, 122
nonnegative definite, 101
norm Euclidean of a matrix, 155
norm operator of a martix, 154
norm spectral of a matrix, 154
normal form, Smith, 91
null space, 52
octonion algebra, 183
operator diagonalizable, 72
operator semisimple, 72
operator, adjoint, 48
operator, contraction, 88
operator, Hermitian, 65
operator, normal, 66, 108
operator, skew-Hermitian, 65
operator, unipotent, 79,80
operator, unitary, 65
Oppenheim's inequality, 158
orthogonal complement, 51
orthogonal projection, 61
partition of the number, 110
Pfaffian, 132
Plücker relations, 136
polar decomposition, 87
polynomial irreducible, 218
polynomial, annihilating of a vector, 80
polynomial, annihilating of an operator, 80
polynomial, minimal of an operator, 80
polynomial, the content of, 218
product, Hadamard, 158
product, vector, 186
product, wedge, 127
projection, 111
projection parallel to, 112
quaternion, imaginary part of, 181
quaternion, real part of, 181
quaternions, 180
quotient space, 54
range, 52
rank of a tensor, 137
rank of an operator, 52
realification of a linear space, 65
realification of an operator, 65
resultant, 191
row (echelon) expansion, 14
scalar matrix, 11
Schur complement, 28
Schur's inequality, 151
Schur's theorem, 89
Seki Kova, 13
singular values, 153
skew-symmetrization, 126
Smith normal form, 91
snake in a matrix, 164
space, dual, 48
space, Hermitian , 65
space, unitary, 65
spectral radius, 154
Strassen's algorithm, 138
Sylvester's criterion, 99
Sylvester's identity, 25, 130
Sylvester's inequality, 58
Sylvester's law of inertia, 99
Sylvester's matrix, 191
symmetric functions, 30
symmetrization, 126
Szasz's inequality, 148
Takakazu, 13
tensor decomposable, 134
tensor product of operators, 124
tensor product of vector spaces, 122
tensor rank, 137
tensor simple, 134
tensor skew-symmetric, 126
tensor split, 134
tensor symmetric, 126
tensor, convolution of, 123
tensor, coordinates of, 123
tensor, type of, 123
tensor, valency of, 123
theorem on commuting operators, 174
theorem Schur, 158
theorem, Cayley-Hamilton, 81
theorem, Chebotarev, 26
theorem, Courant-Fischer, 100
theorem, ergodic, 115
theorem, Frobenius-König, 164
theorem, Haynsworth, 29
theorem, Hoffman-Wielandt, 165
theorem, Hurwitz-Radon, 185
theorem, Jacobi, 24
theorem, Lagrange, 99
theorem, Laplace, 22
theorem, Lieb, 133
theorem, Moore-Penrose, 196
theorem, Schur, 89
Toda lattice, 204
Toeplitz matrix, 201
trace, 71
unipotent operator, 79
unities of a matrix ring, 91
Vandermonde determinant, 14
Vandermonde matrix, 14
vector extremal, 159
vector fields linearly independent, 187
vector positive, 159
vector product, 186
vector product of quaternions, 184
vector skew-symmetric, 76
vector symmetric, 76
vector, contravariant, 48
vector, covariant, 48
Volterra equation, 205
W. R. Hamilton, 45
wedge product, 127
Weyl's inequality, 152, 166
Weyl's theorem, 152
Young tableau, 111


[^0]:    ${ }^{1}$ We will briefly write adjoint instead of the classical adjoint.

[^1]:    ${ }^{2}$ As is customary nowadays, we will, by abuse of language, briefly write $\left\{e_{i}\right\}$ to denote the complete set $\left\{e_{i}: i \in I\right\}$ of vectors of a basis and hope this will not cause a misunderstanding.

[^2]:    ${ }^{3}$ See any textbook on complex analysis.

[^3]:    ${ }^{4}$ Strassen's algorithm is of importance nowadays since modern computers add (subtract) much faster than multiply.

[^4]:    ${ }^{5}$ There is no standard notation for the generalized inverse of a matrix $A$. Many authors took after R. Penrose who denoted it by $A^{+}$which is confusing: might be mistaken for the Hermitian conjugate. In the original manuscript of this book Penrose's notation was used. I suggest a more dynamic and noncontroversal notation approved by the author. Translator.

