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Abstract

A continuum analogue of the Richardson model is introduced. The
state at time t, St, is a subset of Rd and consists of a connected union
of unit balls, which emerge from outbursts at their center points. An
outburst occurs somewhere in St after an exponentially distributed
time with expected value |St|−1 and the location of the outburst is
uniformly distributed over St. The main result is that if S0 is a unit
ball around the origin then the diameter of St grows linearly and St/t
has a non-random shape as t → ∞. Due to rotation invariance the
asymptotic shape must be a Euclidean ball.
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1 Introduction

The Richardson model, introduced in Richardson (1973), is one of the sim-
plest models for an interacting particle system. It describes a Markov process
whose state at time t, St, is a subset of Zd. Each site in Zd is in either of
two states, denoted 0 and 1, and St consists of the sites that are in state 1 at
time t. A site in state 0 is transferred to state 1 at a rate proportional to the
number of nearest neighbors in state 1, and once in state 1 it never returns
to state 0. Thus, if sites in state 1 are thought of as infected sites and sites
in state 0 as uninfected this dynamics defines a pure growth model. The
set of infected sites increases to cover all of Zd and most of the work that
has been put into the study of the model concerns how the set grows. The
main result, first proved in Richardson (1973), states that if S0 consists of a
single site then St/t has a non-random shape as t→ ∞. Generalizations of
Richardson’s result can be found in Cox and Durrett (1981), Kesten (1986)
and Boivin (1990). Apart from the fact that the asymptotic shape is convex
and compact, not much is known about its qualitative features. This lack
of information about the asymptotic shape is shared with other models for
interacting particle systems that incorporates lattice structures – see e.g.
Durrett (1985) for an overview – and the problems with characterizing the
shape revolve around the fact that the lattices are not rotation invariant.

In this paper we introduce a continuum analogue of the Richardson model.
The state at time t, still denoted St, is a subset of Rd instead of Zd and
the process should be thought of as describing the spread of some kind of
infection in a continuous medium. As in the Richardson model, the set St

specifies the region infected at time t. The growth takes place by way of
outbursts in the infected region and it is initiated by an outburst at the
origin at time zero. Given the development of the infection up to time t, the
time until an outburst occurs somewhere in St is exponentially distributed
with parameter |St| and the location of the outburst is uniformly distributed
over St. When an outburst occurs at an infected point it causes a ball of
fixed size around the outburst point to be infected and the total infected
region is enlarged by the amount of this ball that was not previously infected.
Consequently, the infected region is a connected union of Euclidean balls,
which by rescaling can be assumed to be unit balls.

The main result in this paper is a shape theorem for the continuum model.
An essential advantage of the continuum model as compared to the Richard-
son model is that it possesses rotational invariance, which requires the
asymptotic shape to be a Euclidean ball. Indeed, the shape theorem as-
serts that for large t the infected area is approximately a ball with radius
proportional to t. To formulate the theorem, let B(x, r) denote a ball with
radius r around the point x ∈ Rd and let St denote the infected region at
time t in the d-dimensional continuum model.
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Theorem 1.1 (Shape theorem) For any dimension d there is a real num-
ber µ > 0 such that for any ε with 0 < ε < µ−1 almost surely

(1 − ε)B(0, µ−1) ⊂
St

t
⊂ (1 + ε)B(0, µ−1)

for all sufficiently large t.

Another example of a continuum model with a Euclidean ball as asymptotic
shape is described in Howard and Newman (1997).

In the case d = 2 the infected region in our continuum model corresponds
to an area in the plane and the shape theorem asserts that if we observe the
infected area from above, moving away from the plane linearly in time, then
it will asymptotically appear to us as a circle with radius µ. It is indeed
advisable to keep the case d = 2 in mind throughout reading this paper
(except in Section 3). In the proofs we will frequently employ geometrical
constructions and these are easiest to understand in two dimensions.

The rest of the paper is organized as follows. We start by describing the
model more thoroughly in Section 2. Section 3 treats the case d = 1, which
turns out to be particularly simple. In Section 4 we define some important
quantities and prove two technical lemmas. Section 5 contains results con-
cerning the growth in a fixed direction and Section 6 is devoted to the proof
of the shape theorem. A simulation of the model can be found in Section 7.

2 Description of the model

In this section we construct the model more formally by defining a Markov
process whose state at time t, St, is a subset of Rd. The process may be
thought of as describing the spread of an infection (with no recoveries) or
the growth of a germ colony in a continuous medium. Points in St will be
referred to as infected.

The aim is to define the model in such a way that the growth takes place by
way of outbursts in the infected region, an outburst at a point x infecting
all points within distance one from x. It is of course desirable for the time
from t until an outburst takes place somewhere in St to decrease as |St|
increases, since as |St| increases so does the number of points where an
outburst can occur. Moreover it is preferable for the growth to exhibit a
Markovian behavior in the sense that it should hold that

P (A ⊂ St| Ss1 , . . . , Ssk
) = P (A ⊂ St| Ssk

) (1)

for all s1 < . . . < sk < t and all A ∈ B(Rd), where B(Rd) denotes the Borel
sigma field of Rd.
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To formulate a model that possesses these features, consider a Poisson pro-
cess on Rd+1 with unit intensity, that is, consider a point process N on Rd+1

with

P (N(A) = k) =
|A|ke−|A|

k!
for A ∈ B(Rd+1)

and with N(A1) and N(A2) independent for disjoint sets A1 and A2. The
extra dimension represents the time dimension and the points of N are
hence denoted (Xk, Tk), where Xk ∈ Rd and the last coordinate Tk gives
the location on the time axis. At time zero the unit ball around the origin,
denoted by B0, is infected, i.e. we imagine that there is an infected point at
the origin where an outburst takes place, infecting the surrounding unit ball,
as we start observing the process. The idea now is to follow the cylinder
B0 × R upwards along the time axis until a point in the Poisson process is
found. An outburst then takes place at this point generating a new infection
ball B1 and the new infected area is given by B0 ∪B1. Scanning within the
cylinder (B0 ∪ B1) × R further upward along the time axis we eventually
hit a new Poisson point, representing a new outburst and corresponding
enlargement of the infected region. And so on.

To make this description more formal, let NS×
� , S ∈ Rd, denote the restric-

tion of N to S × R. The growth of the infected area takes place at time
points {Tn} by aid of outbursts at points {Xn} obtained from the following
recursion:

Let X0 = 0, T0 = 0 and define Bn = {y ∈ Rd; |Xn − y| ≤ 1}, i.e. Bn

is a unit ball in Rd centered at Xn.

Given {Xi; i ≤ n} and {Ti; i ≤ n}, the time Tn+1 is defined as

Tn+1 = inf
k
{Tk; Tk > Tn and (Xk, Tk) ∈ N∪n

i=0Bi×
� }

andXn+1 is the unique point in Rd such that (Xn+1, Tn+1) ∈ N∪n
i=0Bi×

� .

Remark: The uniqueness ofXn+1 is due to the fact that the probability
of having two or more points at the same t-level in the Poisson process
equals zero.

From the sequence {Xn} a new sequence {S(n)} is constructed by defining
S(n) = ∪n

i=0Bi. The infected region at time t is now given by

St = S(n) for t ∈ [Tn, Tn+1).

Let us introduce the notation ∆n = Tn − Tn−1, n ≥ 1, for the successive
times between the outbursts. By construction of the model and properties
of the Poisson process

∆n+1|Fn ∼ Exp(|S(n)|),
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where Fn = σ(X0, . . . , Xn, T0, . . . , Tn). Given St, the memoryless property
of the exponential distribution implies that the time until an outburst oc-
curs somewhere in St is exponentially distributed with parameter |St|. The
location of the outburst, Xn – where n is such that t ∈ [Tn, Tn+1) – is uni-
formly distributed over St and the new infected region is given by St ∪ Bn.
Furthermore, the model clearly possesses the Markovian property described
in (1). Hence we have arrived at a model exhibiting the desired properties.

In the present formulation of the model the development of St is determined
by a strictly increasing sequence {Tn}, specifying the time points of the out-
bursts, and a sequence {Xn} ⊂ Rd, specifying the locations of the outbursts.
The sequences are constructed recursively as described above. To guarantee
that the model is defined for all t one detail remains to be checked: We
have to make sure that the sequence {Tn} does not have a finite limit point
T∞, since this would cause problems defining St for t > T∞. The following
proposition is what we need:

Proposition 2.1 Almost surely, Tn → ∞ as n→ ∞.

Proof: Since Tn − T0 =
∑n

k=1 ∆k and T0 = 0 it suffices to show that
∑∞

k=1 ∆k = ∞ with probability one. As pointed out above

∆k|Fk−1 ∼ Exp(|S(k−1)|).

Due to properties of the Poisson process, given Fk−1 the increment ∆k can
be written as

∆k =
k

|S(k−1)|
Ek,

where {Ek} are independent, Ek ∼ Exp(k). Let v = v(d) denote the volume
of a unit ball in Rd. A trivial upper bound for |S(k−1)| is given by |S(k−1)| ≤
kv, implying that ∆k ≥ Ek/v. Hence

∞
∑

k=1

∆k ≥
1

v

∞
∑

k=1

Ek a.s. (2)

and we have reduced the problem to showing that
∑∞

k=1Ek = ∞ with
probability one. To this end, introduce Ẽk = Ek −E[Ek] = Ek −1/k. Using
the fact that

∑∞
k=1E[Ẽ2

k ] =
∑∞

k=1 1/k2 < ∞, Kolmogorov’s three series
theorem implies that

∑∞
k=1 Ẽk converges almost surely. Thus

∞
∑

k=1

Ek =
∞
∑

k=1

Ẽk +
∞
∑

k=1

1

k
= ∞,

since
∑∞

k=1 1/k = ∞. The proposition now follows from (2). 2
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3 The one-dimensional case

There is a big difference in the amount of work required to prove the shape
theorem in two or more dimensions as compared to the one-dimensional
case. To illustrate this we give in this section a separate proof for the case
d = 1.

In the one-dimensional growth model the infected region corresponds to an
interval on the real line. The interval is enlarged as an outburst occurs at an
infected point within distance one from one of the endpoints. We will call
an outburst right(left)-effective if it takes place somewhere in the infected
interval within distance one from the right(left) endpoint. First consider the
right endpoint. Let T r

n denote the time for the n:th right-effective outburst
(T r

0 := 0) and write S r
(n) for the location of the right endpoint after this

outburst (S r
(0) := 1). For any n, given S r

(n) the next right-effective outburst
occurs after a time that is exponentially distributed with parameter one and
the location of the outburst is uniformly distributed on [S r

(n)−1, S r
(n)] so that

the expected change at the endpoint is 1/2 unit. Thus, T r
n can be written as

a sum of n iid exponential variables with expected value one and S r
(n) can

be written as S r
(0) plus a sum of n iid uniform variables with expected value

1/2. Hence, by the strong law of large numbers, almost surely

1

n

(

T r
n , S

r
(n)

)

→ (1,
1

2
) as n→ ∞

and it follows that S r
(n)/T

r
n → 1/2 almost surely as n → ∞. Now, let Sr

t

denote the location of the right endpoint at time t and let nt be such that
t ∈ [T r

nt
, T r

nt+1). Since clearly T r
nt
/t→ 1 as t→ ∞ we have

lim
t→∞

Sr
t

t
= lim

t→∞

T r
nt

t
·
S r

(nt)

T r
nt

=
1

2
.

Analogously it can be shown that limt→∞ Sl
t/t = −1/2, where Sl

t denotes
the left endpoint of the infected interval at time t. Thus, in one dimension
the shape theorem with µ−1 = 1/2 is an easy consequence of the strong law
of large numbers.

4 Definitions and two lemmas

In this section we introduce notation and define a number of quantities
needed to prove the shape theorem for d ≥ 2. We also formulate and prove
two auxiliary results which will be used extensively in the rest of the paper.

To begin with let T (x) denote the time when the point x is infected, i.e.

T (x) = inf{t; x ∈ St}.
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Our first result is a lemma bounding the time it takes for the infection to
travel between two points x and y. The bound is expressed as a sum of
independent exponential random variables where the number of terms is
proportional to |x− y|.

Lemma 4.1 For any x, y ∈ Rd there exist iid exponential variables {Ek}
with parameter λ = λ(d) such that

|T (x) − T (y)| ≤
2d|x−y|e
∑

k=1

Ek.

Proof: (The proof is based on geometrical arguments which are best mani-
fested in two dimensions. Therefore the proof is formulated here for d = 2.
The case d ≥ 3 is analogous.)

Fix x, y ∈ R2 and assume, without loss of generality, that x and y are located
on the x-axis with y < x, that is, assume y = (y ′, 0) and x = (x′, 0) =
(y′ + |x − y|, 0). The idea of the proof is to consider small balls located
consecutively on the line from y to x and let the infection wander from one
ball to another starting at y until it reaches x, see Figure 1. Given that a
ball is infected, the time until a neighboring ball is infected is exponentially
distributed and hence, after some work, we will arrive at a bound for |T (x)−
T (y)| expressed as a sum of exponential variables.

To begin with, consider a small ball with radius c around the point y and
let ST (y) ∩B(y, c) denote the part of this ball that is infected at time T (y).
It is clear that |ST (y) ∩ B(y, c)| is minimized if y is infected by a point z at
unit distance. In that case, for small c,

|ST (y) ∩B(y, c)| ≥ |B(y, c) ∩B(z, 1)| ≥
πc2

4
.

Next, write Bk for the ball of radius c/2 around the point (y ′ + 0.5 · k, 0),
see Figure 1. If c is sufficiently small, say c ≤ 0.1, then B1 is contained in
the infected area as soon as an outburst has occurred somewhere in B(y, c).
As explained above, at time T (y) the area of the infected part of B(y, c) is
greater than πc2/4 and thus the time from time T (y) until an outburst has
occurred within it can be dominated by a random variable E0 ∼ Exp(πc2/4).
Now let E1 denote the time from T (y) +E0 until an outburst occurs some-
where in B1 and consider B2, that is, consider the ball of radius c/2 around
the point (y′ + 1, 0). Clearly B2 is infected by the time an outburst has
occurred in B1, that is, B2 ⊂ ST (y)+E0+E1

and since B1 ⊂ ST (y)+E0
we have

that E1 ∼ Exp(πc2/4).

The idea how to continue should now be clear. Let us formalize it as follows:
According to the reasoning above B1 ⊂ ST (y)+E0

, where E0 ∼ Exp(πc2/4).

9



-.
.
.
.
..
.
.
..
.
.
..
..
..
..
..
..
..
..
..
..
...
..
....
...
.....................................

....
..
..
..
.
.
..
.
.
..
.
.
.
.
..
.
.
.
.
..
.
.
..
.
..
..
..
...
......................................

....
...
...
..
..
..
..
..
..
..
..
..
..
.
.
.
..
.
.
..
.
.
.
..
.

.

.

.

.

..

.

.

..

.

.

..

..

..

..

..

..

..
..
..
..
...
..
....
...
.....................................

....
..
..
..
.
.
..
.
.
..
.
.
.
.
..
.
.
.
.
..
.
.
..
.
..
..
..
...
......................................

....
...
...
..
..
..
..
..
..
..
..
..
..
.
.
.
..
.
.
..
.
.
.
..
.

.

.

.

.

..

.

.

.

.

..

.

.

..

.

.

..

.

.

..

.

..

..

..

..

..

..

..

..

..

.

..

..

.

..

..
..
..
..
..
..
..
..
...
...
...
...
....
....
...
..........

..........................................................
.....
.....
..
..
..
..
..
..
..
.
..
.
.
..
.
.
..
.
.
..
.
.
.
.
..
.
.
.
.
..
.
.
.
.
..
.
.
.
.
..
.
.
..
.
..
.
.
..
.
..
..
..
..
..
.
..
.....
.....
..................................................................

.....
....
....
...
..
..
...
...
...
..
..
..
..
..
..
..
..
..
..
.
..
..
.
..
..
..
..
.
..
..
.
..
.
..
.
.
..
.
..
.
.
.
.
..
.
.
.
.
.
..

.

.

.

.

..

.

.

..

.

.

..

..

..

..

..

..

..

..
..
..
...
..
....
...
.....................................

....
..
..
..
.
.
..
.
.
..
.
.
.
.
..
.
.
.
.
..
.
.
..
.
..
..
..
...
......................................

....
...
...
..
..
..
..
..
..
..
..
..
..
.
.
.
..
.
.
..
.
.
.
..
.

.

.

.

.

..

.

.

..

.

.

..

..

..

..

..

..

..

..

..
..
...
..
....
...
.....................................

....
..
..
..
.
.
..
.
.
..
.
.
.
.
..
.
.
.
.
..
.
.
..
.
..
..
..
...
......................................

....
...
...
..
..
..
..
..
..
..
..
..
..
.
.
.
..
.
.
..
.
.
.
..
.

r

y
q q q qr

x
.
.
.
..
.
..
...
.... ....

...
..
..
.
..
..
.
.
............ ............

..

.

0.5
.
.
.
..
.
..
...
.... ....

...
..
..
.
..
..
.
.
............ ............

..

.

0.5
.
.
.
..
.
..
...
.... ....

...
..
..
.
..
..
.
.
............ ............

..

.

0.5
.
.
.
..
.
..
...
.... ............

..

.

B1 B2 B2d|x−y|e−1 B2d|x−y|e

Figure 1: A chain of small balls located 0.5 units apart on the line segment joining y

and x is constructed. The infection enters the chain at time T (y) as indicated to the left
in the figure and then wanders from one ball to another until it reaches x.

Define Ek, k ≥ 1, recursively as the time until an outburst occurs in Bk

counting from time T (y) +E0 + . . .+Ek−1. Since

Bk ⊂ ST (y)+E0+...+Ek−1

we have that Ek ∼ Exp(πc2/4), where πc2/4 is the area of Bk. When an
outburst has occurred in B2d|x−y|e−1 it is clear that x must be infected, i.e.

x ∈ ST (y)+E0+...+E2d|x−y|e−1
.

Hence

|T (x) − T (y)| ≤
2d|x−y|e−1
∑

k=0

Ek

and the lemma is proved. 2

Remark: Choosing y = 0 Lemma 4.1 asserts that

T (x) ≤
2d|x|e
∑

k=1

Ek.

Moreover, it follows from the proof of the lemma that the bound for
T (x) is valid also for the time until a small cube around x is infected.

By construction of the variables {Ek}, at time
∑2d|x|e−1

k=0 Ek an outburst
has occurred somewhere in a ball with radius c/2, c ≤ 0.1, centered at
a point within distance 1/2 from x. Thus a cube centered at x will be

contained in the infected area at time
∑2d|x|e−1

k=0 Ek if the side length
of the cube is chosen small enough. This observation will be useful in
proving Lemma 6.1.

We now introduce some auxiliary quantities that will be of use later. Let

S
(x,s)
t , t ≥ s, denote the set of points that can be reached from x within

time t if a new process is started at x at time s. That is, at time s all
infection except a unit ball around x is erased. The infection then evolves
in time according to the same rules as for the original process, using the
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same (d+ 1)-dimensional Poisson process. This gives rise to a new process,

emanating from x, whose state at time t, t ≥ s, is given by S
(x,s)
t . At a first

glance this new process might appear a bit artificial, but it will turn out
to be useful in proving that the asymptotic speed of the growth in a fixed
direction exists almost surely. Now let

T̃ (x) = inf{t; B(x, 1) ⊂ St}

and
T̃ (x, y) = inf{t; B(y, 1) ⊂ S

(x,T̃ (x))

T̃ (x)+t
}.

In words T̃ (x) is the time when the entire unit ball around x is infected
and T̃ (x, y) is the time it takes for the infection to invade the entire unit
ball around y if a new process is started at x at time T̃ (x). Since a process
started at x at time T̃ (x) uses Poisson points located in a region of Rd that
is disjoint from the region containing the points used by the original process
up to time T̃ (x), the quantity T̃ (x, y) is independent of T̃ (x) and has the
same distribution as T̃ (y − x). It is clear that if a point is contained in the
region infected at time T̃ (x)+t in the process started at x at time T̃ (x) then
it is also contained in the region infected at time T̃ (x) + t in the original
process, i.e.

S
(x,T̃ (x))

T̃ (x)+t
⊂ ST̃ (x)+t

and hence

T̃ (y) ≤ T̃ (x) + T̃ (x, y). (3)

Moving on towards another useful observation, note that the time when the
entire unit ball around a point x is infected is trivially greater than the time
when the single point x is infected, implying that T̃ (x) − T (x) is always
greater than zero. An upper bound is given in the following lemma:

Lemma 4.2 For any x ∈ Rd there exist iid random variables E1, . . . , Ek0 ,
Ek ∼ Exp(λ) for some λ = λ(d), such that

0 ≤ T̃ (x) − T (x) ≤
k0
∑

k=1

Ek.

The number of terms, k0, depends only on d.

Proof: Again the proof is formulated here for d = 2. We will use a geometric
argument to prove that in this case

T̃ (x) − T (x) ≤
8
∑

k=1

Ek,

11



.............

............

.............
.............
.............
.............
..............
..............
...............
...............
................

.................
..................

.....................
........................

................................
..................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
...............................

........................
.....................
...................
................
................
...............
...............
..............
..............
.............
.............
.............
.............
.............
............
.............

.............
.............
.............
.............
..............
...............
................

.................
....................

........................
.........................................

............................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
..........................

....................
..................
................
...............
..............
.............
.............
.............
............
............
.....

..............
..............
..............
..............
...

........................
........................

...........

...........................................................

...........................................................
...........................................................

............

............

............

............

...........

...........................................................

..............
..............
..............
..............
...

........................
........................

...........

...........................................................

...........................................................
...........................................................

-
.
..
..
.
..
..
..
..
.
..
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
.
..
..
..
..
..
.
..
..
.

..

..

...

..

..

..

...

..

..

..

...
..
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..

..
..
..
..
...
..
...
..
...
..
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
..
.

..................................................................................................................................................................................................................

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

..

..

.

..

..

..

..

.

..

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

.

..

..

..

..

..

.

..

..

.

..

..

...
..
..
..
...
..
..
..
...
..
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..
...
..
..
..

..
..
..
..
...
..
...
..
...
..
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
...
..
..
...
..
...
..
..
.

..................................................................................................................................................................................................................

A1

A2 A3

A4

A5

A6

A7

A8A9

A10

A11

A12

.

.

.

.

.

..

.

.

.

.

.

..

.

.

..

.

.

..

.

.

..

..

..

..

.

..

..

..

..

..

..

..

..
..
..
..
..
..
...
...
...
..
...
....
....
....
...........................................................

....
....
....
..
.
..
..
..
..
.
..
.
.
.
..
.
.
..
.
.
.
.
.
..
.
.
.
.
.
.
..
.
.
.
.
.
.
.
..
.
.
.
..
.
.
..
.
.
..
.
..
..
..
..
.
...
....
.....
..........................................................

......
...
....
...
..
...
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.
..
.
..
..
..
..
.
.
..
.
.
.
..
.
.
.
..
.
.
.
.
.
.
..
.
.

..

..

..

..

..

..

..

..

.

..

..

..

.

.......
.................

....
...
....
....
...
....

......................

.......
.................

..

..

..
..
..
..
..
..
.
..
..
..
.

......................

....
...
....
....
...
....

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

..

.

.

.

..

.

.

.

.

.

.

.

..

.

.

.

..

.

.

.

..

.

.

.

.

.

.

.

.

.

.

..

.

.

.

..

.

.

.

..

.

.

.

.

.

s

y
.
.
..
..
.
..
..
..
....
.. .....

...
..
..
..
..
..
...
.
.
............... ...............

..

.

.

1

Figure 2: The unit ball around x and its front zone F = � 12
k=1 Ak. The unit ball around

y is indicated with a dotted circle.

where Ek ∼ Exp(π(2c−c2)/12) for some c ≤ 0.1. It will be clear that similar
arguments can be constructed in higher dimensions.

Fix x ∈ R2 and let B(x, 1) denote the unit ball centered at x. Our first goal is
to realize that at the time when x is infected it is possible to find at least one
point y on the boundary of B(x, 1) such that B(x, 1) ∩B(y, 1) is contained
in the infected area. If x receives the infection from a point y ∈ ∂B(x, 1)
this is obvious, since in this case trivially B(y, 1) ⊂ ST (x). If x is infected by
a point z in the interior of B(x, 1), consider the point y ∈ B(z, 1), belonging
to the line passing through x and z and with |x − y| = 1. It is clear that
B(x, 1)∩B(y, 1) ⊂ ST (x). Hence, at time T (x) we can always find a point y
such that |x− y| = 1 and B(x, 1) ∩B(y, 1) ⊂ ST (x).

Let F be a front annulus of width c ∈ (0, 1) in B(x, 1), that is, F is a ring
constituted by the outermost parts of B(x, 1), see Figure 2. Formally

F = B(x, 1)\B(x, 1 − c).

Divide F into twelve disjoint pieces A1, . . . , A12 of equal area as shown in
Figure 2. The division of F is obtained by using the lines having angle kπ/6
(k = 1, . . . , 12) at x. For reasons that will become apparent in what follows
we enumerate the pieces in a clockwise sense with A1 being the piece defined
by the lines having angle 4π/6 and 5π/6 respectively at x.

Define E1 as the time until an outburst occurs in A1 counting from time
T (x). The piece A1 is contained in B(y, 1) ∩ B(x, 1) implying that A1 is
infected at time T (x). Hence E1 is exponentially distributed with parameter
|A1| = π(2c − c2)/12. Now, if c is chosen small, say c ≤ 0.1, then the
neighboring piece A2 must be infected when an outburst has occurred in A1,
that is, A2 ⊂ ST (x)+E1

. Thus, for such c, the time from time T (x)+E1 until
an outburst occurs in A2 is exponentially distributed with parameter |A2|.
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In general, let Ek (k = 1, . . . , 12) denote the time until an outburst occurs in
Ak counting from time T (x)+E1+ . . .+Ek−1. Since Ak ⊂ ST (x)+E1+...+Ek−1

we have Ek ∼ Exp(|Ak|). Furthermore, the variables {Ek} are constructed
on disjoint intervals on the time axis and consequently they are independent.
When an outburst has occurred in each of the areas A1, . . . , A8 it is clear
that the entire unit ball around x must be infected. Hence,

B(x, 1) ⊂ S
T (x)+

∑8

k=1
Ek

and we can conclude that

T̃ (x) − T (x) ≤
8
∑

k=1

Ek

as desired. 2

We close this section by anticipating that in what follows it will be convenient
with a special notation for the quantity T̃ (mx,nx). Thus, let

T̃ (mx,nx) = T̃m,n(x).

Since T̃ (nx) = T̃0,n(x) the subadditivity property (3) translates into

T̃0,n(x) ≤ T̃0,m(x) + T̃m,n(x).

5 Growth in a fixed direction

The proof of the shape theorem basically consists of two parts:

1. Show that St grows linearly in each fixed direction and that the asymp-
totic speed of the growth in each direction is an almost sure constant.
By rotation invariance of Rd and the model this constant must be the
same for all directions.

2. Show that the linear growth of St is preserved when all directions are
considered simultaneously.

This section is devoted to Step 1. The first task is to prove two basic results
concerning the growth of the infection in a fixed direction. The first result
asserts that limn→∞ T̃ (nx)/n is an almost sure constant and also gives a
characterization of the constant:

Proposition 5.1 For each x ∈ Rd we have

(a) µ(x) := limn→∞E[T̃ (nx)]/n = infn≥1 E[T̃ (nx)]/n;

(b) limn→∞ T̃ (nx)/n = µ(x) a.s.

13



Remark: We will employ the convention that limits over n are taken
over the positive integers while limits over t, which will occur later on
in the paper, are taken over all positive reals.

The second result states that the sequence {T (nx)/n} asymptotically ex-
hibits the same behavior as {T̃ (nx)/n}:

Proposition 5.2 For each x ∈ Rd, almost surely limn→∞ T (nx)/n = µ(x).

Being the limit of the sequence {T (nx)/n}, the number µ(x) indicates the
time it takes for the infection asymptotically to travel the distance |x| in
direction x and consequently it should be interpreted as a measure of the
inverse asymptotic speed of the growth of the infected area in direction x.

To prove Proposition 5.1 we will invoke a theorem by Liggett, concerning
the existence of an asymptotic average for sequences of stochastic variables
possessing certain subadditivity and stationarity properties. The theorem
is not immediately applicable to the sequence {T̃ (nx)/n}, since one of the
assumptions of the theorem fails. However, it turns out that the proof of
the theorem can be modified so that it becomes valid also for {T̃ (nx)/n}.
Furthermore, Proposition 5.2 will turn out to be a consequence of Proposi-
tion 5.1 and Lemma 4.2. We will give the proof of Proposition 5.2 followed
by the proof of Proposition 5.1.

Proof of Proposition 5.2: Fix x ∈ Rd. By Proposition 5.1,

P

(

lim
n→∞

T̃ (nx)

n
= µ(x)

)

= 1. (4)

It remains to show that this result holds also if T̃ (nx) is replaced by T (nx).
By Lemma 4.2, for each n there exist iid random variables E1, . . . , Ek0 ,
Ek ∼ Exp(λ), such that

T̃ (nx) − T (nx) ≤
k0
∑

k=1

Ek := Rn.

Thus

lim sup
n→∞

(

T̃ (nx)

n
−
T (nx)

n

)

≤ lim sup
n→∞

Rn

n
(5)

and it is enough to show that lim supn→∞Rn/n is almost surely equal to
zero (note that the Rn:s are not necessarily independent). By Markov’s
inequality and the fact that Rn ∼ Gamma(k0, λ), for θ ∈ (0, λ−1) we have

eθxP (Rn > x) ≤ E[eθRn ] = (1 − λθ)−k0

14



which implies that
P (Rn > x) ≤ e−fx(θ)

where fx(θ) = θx+ k0 log(1− λθ). The above bound for P (Rn > x) is valid
for all θ ∈ (0, λ−1) and in particular it is valid for θ = (2λ)−1. From this it
follows that

P (Rn > x) ≤ c1e
−c2x,

where c1 = ek0 log 2 and c2 = (2λ)−1, and therefore, for all ε > 0,

∞
∑

n=0

P (Rn > nε) ≤
∞
∑

n=0

c1e
−c2nε <∞.

By the Borel-Cantelli lemma this implies that limn→∞Rn/n = 0 almost
surely. Thus, by (4) and (5),

P

(

lim
n→∞

T (nx)

n
= µ(x)

)

= P

(

lim
n→∞

T̃ (nx)

n
= µ(x)

)

= 1

as desired. 2

We now state the aforementioned theorem by Liggett which will be our
main tool in proving Proposition 5.1. The theorem is a sharpened version of
Kingman’s subadditive ergodic theorem – the subadditivity and stationarity
assumptions are relaxed without weakening the conclusions.

Theorem 5.1 Let {Xm,n} be a collection of random variables indexed by
integers satisfying 0 ≤ m < n. Suppose {Xm,n} has the following properties:

(i) X0,n ≤ X0,m +Xm,n.

(ii) The distribution of {Xm,m+k; k ≥ 1} does not depend on m.

(iii) For each k ≥ 1, {Xnk,(n+1)k; n ≥ 1} is a stationary sequence.

(iv) E[X+
0,1] <∞.

Then:

(v) γ := limn→∞E[X0,n]/n = infn≥1E[X0,n]/n.

(vi) X := limn→∞X0,n/n exists a.s.

(vii) E[X] = γ.

If the stationary processes in (iii) are ergodic, then X = γ a.s.
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A brief outline of the structure of the proof can be found below. For more
detail we refer to Liggett (1985).

The reason for introducing the variables {T̃m,n(x)} should now be clear;
{T̃m,n(x)} is an attempt to create a collection of random variables that
fits into the assumptions of Theorem 5.1 when x is held fixed. But is the
attempt successful? At a first glance it might appear so: The assump-
tions (i), (ii) and (iv) of the theorem are clearly satisfied by {T̃m,n(x)}.
At a close look though, it turns out that (iii) fails, that is, the sequences
{T̃nk,(n+1)k(x); n ≥ 1} are not stationary. Indeed, for fixed k the distri-

bution of T̃nk,(n+1)k(x) is independent of n, but the joint distributions are

not. To see this, note that {T̃nk,(n+1)k(x); n ≥ 1} can be viewed as a
collection of timers keeping track of the time it takes for the infection to
invade the unit ball around (n + 1)kx starting from the unit ball around
nkx at time T̃0,nk(x). Loosely speaking, the reason the joint distributions
are not shift-invariant is that the relation between the starting times of the
timers is changed by the shift, causing the dependence structure in the se-
quence {T̃nk,(n+1)k(x); n ≥ 1} to change with n. As an example, T̃0,k(x) and

T̃k,2k(x) are clearly independent but T̃k,2k(x) and T̃2k,3k(x) are dependent:
If T̃0,k(x) < T̃0,2k(x) < T̃0,k(x) + T̃k,2k(x), the timer T̃2k,3k(x) starts while
the timer T̃k,2k(x) is still running, indicating that the variables T̃k,2k(x) and
T̃2k,3k(x) uses partly the same Poisson points. Thus, T̃k,2k(x) and T̃2k,3k(x)
are not independent and therefore (T̃k,2k(x), T̃2k,3k(x)) does not have the
same distribution as (T̃0,k(x), T̃k,2k(x)). The conclusion is that Theorem 5.1
can not immediately be applied to {T̃m,n(x)}. However, it turns out that it
is possible to modify Liggett’s proof slightly so that it becomes valid also for
{T̃m,n(x)}. The modification requires some knowledge about the structure
of the proof and this knowledge is provided in the following brief sketch:

Write

X̄ = lim sup
n→∞

X0,n

n

and

X
¯

= lim inf
n→∞

X0,n

n
.

The proof of Theorem 5.1 is broken up into three steps:

(L1) γ = limn→∞E[X0,n]/n = infn≥1E[X0,n]/n;

(L2) E[X̄ ] ≤ γ, and if the stationary processes in (iii) are ergodic, then
X̄ ≤ γ almost surely;

(L3) E[X
¯
] ≥ γ.

From (L2) and (L3) it follows that E[X
¯
] ≥ E[X̄ ]. This implies that X

¯
and X̄

are equal, since trivially X
¯
≤ X̄ . Hence, once (L2) and (L3) are established it
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is clear that X := limn→∞X0,n/n exists with probability one. It also follows
from (L2) and (L3) that E[X] = γ and by (L1) γ < ∞. Furthermore, if
X̄ ≤ γ – which, according to (L2), for example is the case if the sequences
{Xnk,(n+1)k; n ≥ 1} are ergodic – then we can deduce that X = γ almost
surely.

For a proof of (L1)-(L3) we refer to Liggett (1985). The essential task for
us is to identify the parts of the proof that makes use of the assumption
(iii). Since the variables {T̃m,n(x)} satisfy all the assumptions of Theorem
5.1 except (iii), these are the parts that have to be modified. The following
table shows how the assumptions are used in the different steps:

Step Assumptions used

(L1) (i), (ii)
(L2) (i)-(iv)
(L3) (i), (ii), (iv)

Since the proofs of (L1) and (L3) does not use (iii) we can immediately
conclude that (L1) and (L3) holds for T̃0,n(x), that is,

µ(x) := lim
n→∞

E[T̃0,n(x)]

n
= inf

n≥1

E[T̃0,n(x)]

n
(6)

and

E

[

lim inf
n→∞

T̃0,n(x)

n

]

≥ µ(x). (7)

In proving (L2) Liggett uses the assumption (iii) and thus a modification
of Liggett’s proof is necessary to establish that (L2) holds for T̃0,n(x). The
modification is described in the proof of Proposition 5.1, which we are now
ready to present.

Proof of Proposition 5.1: Part (a) of the proposition is established in (6).
Using (7), part (b) will follow if we can show that

lim sup
n→∞

T̃0,n(x)

n
≤ µ(x) a.s. (8)

To achieve this, fix δ > 0 and choose k large so that

E[T̃0,k(x)]

k
≤ µ(x) + δ.

We will show that for all j,

lim sup
n→∞

T̃0,nk+j(x)

nk + j
≤
E[T̃0,k(x)]

k
a.s. (9)
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which yields

lim sup
n→∞

T̃0,n(x)

n
≤
E[T̃0,k(x)]

k
a.s.

Hence, once (9) has been established it follows from the choice of k that

lim sup
n→∞

T̃0,n(x)

n
≤ µ(x) + δ

and since δ > 0 was arbitrary this implies (8). To prove (9), fix j and use
subadditivity to get

T̃0,nk+j(x)

nk + j
≤

n

nk + j
·
T̃0,nk(x)

n
+

n

nk + j
·
T̃nk,nk+j(x)

n
. (10)

The distribution of T̃nk,nk+j(x) depends only on j and has a finite first
moment. Thus

∞
∑

n=1

P (T̃nk,nk+j(x) > nε) <∞

for all ε > 0. Using the Borel-Cantelli lemma this implies that

lim
n→∞

T̃nk,nk+j(x)

n
= 0 a.s. (11)

Now, if we can show that

lim sup
n→∞

T̃0,nk(x)

n
≤ E[T̃0,k] (12)

then (9) will follow from (10) and (11). To establish (12) it is necessary to
introduce an auxiliary sequence {T̃ ′

(i−1)k,ik(x); i ≥ 1} defined recursively as
follows:

Let T̃ ′
0,k(x) = T̃0,k(x). For i ≥ 2, given {T̃ ′

(l−1)k,lk(x); l ≤ i−1}, define

T̃ ′
(i−1)k,ik(x) = inf{t; B(ikx, 1) ⊂ S

((i−1)kx, Φk
i−1)

Φk
i−1+t

},

where Φk
i−1 =

∑i−1
l=1 T̃

′
(l−1)k,lk(x).

Remember that S
(x,s)
t is the area infected at time t, t ≥ s, in a process

started at time s emanating from the unit ball around x. Thus T̃ ′
(i−1)k,ik(x)

is the time when the unit ball around ikx is infected in a process started at
(i − 1)kx at time Φk

i−1. As with the sequence {T̃(i−1)k,ik(x)}, the sequence

{T̃ ′
(i−1)k,ik(x)} can be interpreted as a collection of timers indicating the

time it takes for the infection to invade the unit ball around ikx starting
from the unit ball around (i − 1)kx but – and this is the crucial point –
in the sequence {T̃ ′

(i−1)k,ik(x)} timer number i does not start until timer

18



number i − 1 has stopped. This indicates that the variables {T̃ ′
(i−1)k,ik(x)}

are independent and identically distributed with expected value E[T̃0,k(x)].
Hence, by the strong law of large numbers

1

n

n
∑

i=1

T̃ ′
(i−1)k,ik(x) → E[T̃0,k(x)] as n→ ∞. (13)

Furthermore it is readily seen that

T̃0,nk(x) ≤
n
∑

i=1

T̃ ′
(i−1)k,ik(x).

Dividing this inequality by n and using (13) we obtain (12). Thereby (9) is
established and the proposition follows. 2

It is now confirmed that for each x ∈ Rd the limit of the sequences {T (nx)/n}
and {T̃ (nx)/n} is an almost sure constant µ(x) given by the common value
of limn→∞E[T̃ (nx)]/n and infn≥1E[T̃ (nx)]/n. Since E[T̃ (x)] < ∞, clearly
µ(x) < ∞, that is, the infection grows at least linearly in time in each
direction. In the following proposition we prove that µ(x) > 0 for x 6= 0,
which guarantees that the infection does not grow faster than linearly.

Proposition 5.3 For each x ∈ Rd, x 6= 0, we have 0 < µ(x) <∞.

Proof: Fix x ∈ Rd. We will show that there are constants c1, c2, c3 ∈ (0,∞)
such that

P (T (x) ≤ c1|x|) ≤ c2e
−c3|x|. (14)

The proposition follows from this and the fact that

lim
n→∞

E[T (nx)]

n
= µ(x), (15)

which is an easy consequence of Lemma 4.2. Substituting x by nx in
(14) yields

P

(

T (nx)

n
≤ c1|x|

)

≤ c2e
−c3n|x|

which implies that

E[T (nx)]

n
≥ c1

(

1 − c2e
−c3n|x|

)

.

Using (15) this gives that µ(x) ≥ c1.

To verify (15) note that by Lemma 4.2

0 ≤ T̃ (nx) − T (nx) ≤ Rn,

19



where Rn is a sum of k0 independent exponential variables with parameter
λ. Thus

0 ≤
E[T̃ (nx)]

n
−
E[T (nx)]

n
≤
k0 · λ

n

and it follows that

lim
n→∞

E[T (nx)]

n
= lim

n→∞

E[T̃ (nx)]

n
= µ(x).

To prove (14), partition Rd into cubes centered at the points αZd and with
vertices (α/2, . . . , α/2) + αZd. The side length α should be chosen small,
say α ≤ 0.1. Let Cy, y ∈ αZd, denote the cube centered at y. We say
that (Cx1 , . . . , Cxk

) is a path from the origin to the point x if |x1| < 1 + α,
|xk − x| < 1 + α and |xi − xi−1| < 1 + α for all i = 2, . . . , k. The number of
cubes in a path will be referred to as the length of the path. Finally we call
a path (Cx1 , . . . , Cxk

) open at time t if there exist a sequence of outburst
points x′1 . . . x

′
k, x

′
i ∈ Cxi

, such that the times of the outbursts {Tx′
i
} form

an increasing sequence with Tx′
k
< t. In words, a path is open if an outburst

has occurred in each of its cubes in the ”correct” time order, that is, first
an outburst took place in the first cube, then an outburst took place in the
second cube, and so on.

To see the use of these concepts, note that if x is infected at time t then
there is a chain of outburst points x′1, . . . , x

′
k within distance one from each

other, x′1 ∈ B(0, 1) and x′k ∈ B(x, 1), and with Tx′
i−1

< Tx′
i

and Tx′
k
< t.

This implies that there is an open path to x at time t. Hence if we let

F = {∃ an open path to x at time a|x|},

where a is a real number that will be specified later, then

P (T (x) ≤ a|x|) ≤ P (F ).

Furthermore, if

Fk = {∃ an open path of length k to x at time a|x|},

then

P (F ) ≤
∞
∑

k=b|x|c

P (Fk).

The sum starts at b|x|c since a path must have length at least b|x|c to reach
x.

Next, consider a given path (Cx1 , . . . , Cxk
) from the origin to x. Define x0 to

be the origin and let xk+1 = x. For i = 1, . . . , k+ 1, let z ′i denote the center
of the line segment from xi−1 to xi and chose zi ∈ αZd so that |z′i − zi| ≤ α.
Merge the two sequences {xi} and {zi} into a new sequence {yi} by picking
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every second element from the sequence {zi} and every second element from
{xi} starting at i = 1 with y1 = z1. Formally

yi =

{

z(i+1)/2 if i is odd,

xi/2 if i is even.

By choice of the points {zi} two consecutive points in the sequence {yi} lie
within distance (1 + 3α)/2 from each other. To each cube Cyi

we associate
a random variable Ei defined as follows: Let E0 be the time from time zero
until an outburst occurs in Cy1 . Since Cy1 is contained in the unit ball
around the origin it is infected at time zero and hence E0 ∼ Exp(αd), where
αd is the volume of Cy1 . For i = 2, . . . , 2k + 1, let Ei be the time from time
E1+ . . .+Ei−1 until an outburst occurs in Cyi

. Since |yi−yi−1| < (1+3α)/2
and α ≤ 0.1, the cube Cyi

is contained in the infected area at time E1 +
. . . +Ei−1 implying that Ei ∼ Exp(αd). Note that x ∈ SE1+...+E2k+1

. Thus
the time it takes for the infection to reach x using the path (Cx1 , . . . , Cxk

)
can be dominated by

∑2k+1
i=1 Ei. Let us introduce the notation

Γ2k+1 :=
2k+1
∑

i=1

Ei.

Now, for each k the probability that there exists an open path of length k
to x at time a|x| is dominated by the expected number of such paths, that
is,

P (Fk) ≤ βk · P (Γ2k+1 ≤ a|x|)

where βk is the number of paths of length k to x. Let b = b(d) be any
number that dominates the number of α-cubes contained in a ball of radius
1 + 2α in Rd. Then clearly βk ≤ bk.

To sum up, we have deduced that

P (T (x) ≤ a|x|) ≤
∞
∑

k=b|x|c

bk · P (Γ2k+1 ≤ a|x|) (16)

and what remains is to find an upper bound for P (Γ2k+1 ≤ a|x|). To this
end, note that if k is such that 2k + 1 ≥ |x| then trivially

P (Γ2k+1 ≤ a|x|) ≤ P (Γ2k+1 ≤ a(2k + 1)).

By Markov’s inequality

e−θa(2k+1)P (Γ2k+1 ≤ a(2k + 1)) ≤ E[e−θΓ2k+1 ]

for θ > 0, and since Γ2k+1 ∼ Gamma(2k + 1, αd) we have E[e−θΓ2k+1 ] =
(1 + θαd)−(2k+1). Thus

P (Γ2k+1 ≤ a(2k + 1)) ≤ e−(2k+1)fa(θ),
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where fa(θ) = log(1 + θαd) − aθ. For fixed a, the best choice of θ is θa =
a−1 − α−d and in this case

fa(θa) = log(a−1αd) − 1 + aα−d.

Thus we have arrived at the estimate

P (Γ2k+1 ≤ a(2k + 1)) ≤ e−(2k+1)fa(θa)

valid for all k such that 2k + 1 ≥ |x|. In particular the estimate is valid for
k ≥ b|x|c. Substituting it into (16) yields

P (T (x) ≤ a|x|) ≤
∞
∑

k=b|x|c

bk · e−(2k+1)fa(θa)

= e−fa(θa)
∞
∑

k=b|x|c

e−k(2fa(θa)−log b). (17)

Since fa(θa) → ∞ as a→ 0 we can chose a small so that 2fa(θa)− log b > 0.
For such an a the sum in (17) converges and thereby (14) is established. 2

The next step is to prove that the discrete limits in Proposition 5.1 and
Proposition 5.2 can be replaced by continuous ones. We know by now that
the sequences {T (nx)/n} and {T̃ (nx)/n} converge to µ(x) ∈ (0,∞), that
is, the inverse speed obtained by observing the growth at discrete points
located |x| units apart along a straight line through the origin and x is
asymptotically equal to µ(x). The following proposition asserts that the
same asymptotic speed is obtained if we move away from the origin in a
continuous fashion, observing the growth along the entire line.

Proposition 5.4 For each x ∈ R we have

(a) limt→∞ T (tx)/t = µ(x);

(b) limt→∞ T̃ (tx)/t = µ(x);

where the limits are taken along t ∈ R+.

Proof: Fix x ∈ Rd. To prove (a) we start by showing that

lim
n→∞

T (ncx)

nc
= µ(x) for all c ∈ R, (18)

that is, moving away from the origin in direction x using steps of arbitrary
length yields the same limit. To this end, introduce the notation

T̄nc =
T (ncx)

nc
.
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First assume that c ∈ Q. In this case we have c = k/m for some integers k
and m. The sequence {T̄nk} is a subsequence of {T̄n} and hence

lim
n→∞

T̄nk = lim
n→∞

T̄n = µ(x) a.s.

However, {T̄nk} is also a subsequence of {T̄nc} – obtained by considering
only those points where n is a multiple of m – implying that the sequence
{T̄nc} must tend to the same limit as {T̄nk}, i.e.

lim
n→∞

T̄nc = lim
n→∞

T̄nk = µ(x) a.s.

Now assume that c ∈ R\Q. Let δ > 0 be small and pick qδ ∈ Q such that
0 < c− qδ < δ. The aim is to show that limn→∞ T̄nc = µ(x) and as we have
just verified that limn→∞ T̄nq = µ(x) for all q ∈ Q it suffices to prove that

lim sup
δ→0

lim sup
n→∞

|T̄nc − T̄nqδ
| = 0 a.s.

Since qδ < c, trivially |T̄nc − T̄nqδ
| ≤ |T (ncx) − T (nqδx)|(nc)

−1 and, since
|ncx− nqδx| ≤ nδ|x|, by Lemma 4.1

|T (ncx) − T (nqδx)| ≤
2dnδ|x|e
∑

k=1

Ek, (19)

where {Ek} are iid exponential random variables with parameter λ. Thus
it is enough to show that

lim sup
δ→0

lim sup
n→∞

1

nc

2dnδ|x|e
∑

k=1

Ek = 0 a.s. (20)

To achieve this, write

1

nc

2dnδ|x|e
∑

k=1

Ek =
2dnδ|x|e

nc
·

1

2dnδ|x|e

2dnδ|x|e
∑

k=1

Ek.

Trivially
2dnδ|x|e

nc
−→

2δ|x|

c
as n→ ∞

and by the strong law of large numbers

1

2dnδ|x|e

2dnδ|x|e
∑

k=1

Ek −→
1

λ
a.s. as n→ ∞.

Hence

lim
n→∞

1

nc

2dnδ|x|e
∑

k=1

Ek = δ ·
2|x|

cλ
.
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Letting δ → 0 we obtain (20) and thereby (18) is established.

To complete the proof of part (a) we use (18) to show that

lim sup
t→∞

T (tx)

t
≤ µ(x) ≤ lim inf

t→∞

T (tx)

t
. (21)

As for the first inequality in (21), let ϕnc(x) denote the time from the point
ncx is infected until the entire line segment between ncx and (n + 1)cx is
infected. At time T (ncx) we can find a point z such that |z−ncx| ≤ 1/2 and
B(z, 0.1) ⊂ ST (ncx). Furthermore, if c is chosen so that c|x| is small enough,
then the entire line segment between ncx and (n + 1)cx will be contained
in the infected area as soon as an outburst has occurred in B(z, 0.1). Thus,
for small c we have ϕnc(x) ≤ En, where En ∼ Exp(λ) and λ is the volume
of B(z, 0.1). Since

∞
∑

n=1

P (ϕnc(x) > nε) ≤
∞
∑

n=1

e−λnc <∞

the Borel-Cantelli lemma gives

lim
n→∞

ϕnc(x)

n
= 0 a.s. (22)

Now, for t ∈ R, let nt be such that t ∈ [ntc, (nt + 1)c). Clearly T (tx) ≤
T (ntcx) + ϕntc(x). Hence

lim sup
t→∞

T (tx)

t
≤ lim sup

t→∞

T (ntcx) + ϕntc(x)

ntc

= lim
n→∞

T (ncx) + ϕnc(x)

nc
(23)

= µ(x),

where the last equality follows from (18) and (22).

To prove the second inequality in (21), let ψnc(x) denote the time from the
first point that is infected on the line segment between ncx and (n + 1)cx
is infected until the entire segment is infected. As for ϕnc(x) it can be seen
that ψnc(x) ≤ En, where En ∼ Exp(λ) and λ is the volume of a ball with
radius 0.1. Thus, using the Borel-Cantelli lemma we obtain

lim
n→∞

ψnc(x)

n
= 0 a.s. (24)

Since T (tx) + ψntc(x) ≥ T (ntcx) we have
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lim inf
t→∞

T (tx)

t
≥ lim inf

t→∞

T (ntcx) − ψntc(x)

(nt + 1)

= lim
n→∞

T (ncx) − ψnc(x)

(n+ 1)c
(25)

= µ(x),

where the last equality is a consequence of (18) and (24). Thereby part (a)
is established.

Part (b) is proved along the same lines as part (a). First we prove that

lim
n→∞

T̃ (ncx)

nc
= µ(x) for all c ∈ R, (26)

and then we use this to show that

lim sup
t→∞

T̃ (tx)

t
≤ µ(x) ≤ lim inf

t→∞

T̃ (tx)

t
. (27)

The proof of (26) can be copied more or less word by word from the proof
of (18). However, instead of the bound for |T (ncx) − T (nqδx)| in (19) we
need a bound for |T̃ (ncx) − T̃ (nqδx)|. Clearly

|T̃ (ncx) − T̃ (nqδx)| ≤ |T̃ (ncx) − T (ncx)| + |T (ncx) − T (nqδx)|

+ |T̃ (nqδx) − T (nqδx)|.

By Lemma 4.2 the first and last term can be dominated by sums of k0

iid exponential random variables with parameter λ1 and by Lemma 4.1 the
second term can be dominated by a sum of 2dnδ|x|e iid exponential variables
with parameter λ2. Furthermore, by consulting the proofs of Lemma 4.1 and
Lemma 4.2 it can be seen that the variables in the different sums can be
constructed so that they are independent and λ1 = λ2 = λ. Thus we arrive
at the bound

|T̃ (ncx) − T̃ (nqδx)| ≤
2(dnδ|x|e+k0)

∑

k=1

Ek,

where {Ek} are iid exponential random variables with parameter λ.

To prove (27) we will need a bound for the time from the unit ball around
an arbitrary point on the line segment between ncx and (n+1)cx is infected
until the unit balls of all points on the line segment are infected. To obtain
such a bound, let lncx denote the line segment between ncx and (n + 1)cx
and write T̃ (lncx) for the time when all points on lncx has their unit balls
infected, i.e.

T̃ (lncx) = inf{t; B(z, 1) ⊂ St for all z ∈ lncx}.
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s

(n + 1)cx

Figure 3: The front zone F of B(z0, 1) divided into pieces A1, . . . , A12.

Assume that at time t0 there is a point z0 ∈ lncx such that B(z0, 1) ⊂ St0 .
For small c we will derive an upper bound for |T̃ (lncx) − t0| expressed as
the maximum of a number of iid exponential random variables. In two
dimensions such a bound is easily obtained using a geometric construction
similar to the one employed in the proof of Lemma 4.2. Namely, let F be a
front stripe of width 0.1 in B(z0, 1), that is, F = B(z0, 1)\B(z0, 0.9). Divide
F into twelve disjoint pieces A1, . . . , A12 of equal area as shown in Figure 3
and let Ek (k = 1, . . . , 12) be the time from time t0 until an outburst occurs
in Ak. By construction the areas A1, . . . , A12 are all infected at time t0,
implying that Ek ∼ Exp(λ), where λ = |Ak|. Furthermore, since the Ak:s
are disjoint, the variables {Ek} are independent. Now, if c is small so that
c|x| is small enough – say c|x| ≤ 0.05 – then all points on lncx must have
their unit balls infected by the time an outburst has occurred in each of the
areas Ak (k = 1, . . . , 12). Hence B(z, 1) ⊂ St0+max{E1,...,E12} for all z ∈ lncx

and we have proved that |T̃ (lncx) − t0| ≤ max{E1, . . . , E12} for all times t0
such that there exists a point on lncx whose entire unit ball is infected at
time t0. If we allow the parameter λ and the number of variables in the
maximum to depend on d the above reasoning easily generalizes to d ≥ 3.
We obtain

|T̃ (lncx) − t0| ≤ max{E1, . . . , Ek0}. (28)

Now, to prove the first inequality in (27) let c be small enough to ensure
(28) and let ϕ̃nc(x) be the time when the unit balls of all points on lncx are
infected counting from the time when the unit ball around ncx is infected,
that is, ϕ̃nc(x) = T̃ (lncx)− T̃ (ncx). By (28) there exist iid random variables
E1, . . . , Ek0 , Ek ∼ Exp(λ), such that

ϕ̃nc(x) ≤ max{E1, . . . , Ek0} := Rn. (29)
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Since
P (Rn ≤ x) = P (Ek ≤ x, k = 1, . . . , 12) = (1 − e−λx)k0

it follows that
P (Rn > x) ≤ ae−λx

for some constant a ∈ R and therefore, for all ε > 0,

∞
∑

n=0

P (Rn > nε) ≤
∞
∑

n=0

ae−λnε <∞.

Thus, by (29) and the Borel-Cantelli lemma,

lim
n→∞

ϕ̃nc(x)

n
= 0 a.s. (30)

Let nt be such that t ∈ [ntc, (nt+1)c). Since clearly T̃ (tx) ≤ T̃ (ntcx)+ϕ̃nc(x)
the first part of (27) follows from (26) and (30) using the same reasoning as
in (23).

To prove the last inequality in (27), let zncx be the first point on lncx whose
unit ball is infected and let ψ̃nc(x) be the time from this occurs until the
infection has invaded the unit balls of all points on lncx, that is, ψ̃nc(x) =
T̃ (lncx) − T̃ (zncx). As for ϕ̃nc(x) it can be seen that

lim
n→∞

ϕ̃nc(x)

n
= 0 a.s. (31)

Using the fact that T̃ (tx) + ψ̃ntc(x) ≥ T̃ntcx and the results in (26) and (31)
the last part of (27) is obtained as in (25). Thereby part (b) is established. 2

It follows from Proposition 5.4 that µ(cx) = cµ(x). This implies that µ(x) =
|x|µ(x̂), where x̂ is the unit vector in direction x, that is, x̂ = x/|x|. Due to
rotational invariance of Rd and the model it is clear that µ(x̂) = µ(ŷ) for all
x, y ∈ Rd. Thus we can define a constant

µ := µ((1, 0, . . . , 0))

representing the asymptotic time it takes for the infection to travel a unit
vector in arbitrary direction. By Proposition 5.3, µ ∈ (0,∞). We end up
with the simple relation

µ(x) = |x|µ

valid for all x ∈ Rd.

To summarize the results obtained in the present section, we have deduced
that there is a real number µ > 0 such that for each fixed x ∈ Rd almost
surely

lim
t→∞

T̃ (tx)

t
= lim

t→∞

T (tx)

t
= |x|µ. (32)
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6 Proof of the shape theorem

The shape theorem asserts that St ≈ tB(0, µ−1) for large t. To see that
this – in view of (32) – is indeed what to expect, consider a point x ∈
B(0, µ−1). That x belongs to B(0, µ−1) is the same as to say that |x| ≤ µ−1

or equivalently |x|µ ≤ 1. For such an x we have, by (32),

lim
t→∞

T (tx)

t
≤ 1 a.s.

This means that almost surely T (tx) ≤ t for large t, which implies that
almost surely tx ∈ St for large t. This is the intuition to keep in mind when
pondering upon the shape theorem. However, the almost sure convergence in
(32) holds only for a fixed x and the shape theorem is a statement concerning
uncountably many x. Thus, some work remains before the theorem is fully
proved: We have to make sure that the above intuition is valid also when
all x ∈ B(0, µ−1) are considered simultaneously. To this end we need the
following lemma, which asserts that with high probability the infected region
in a process emanating from a point y will eventually contain a ball centered
at y with radius proportional to time.

Lemma 6.1 For small δ > 0 there is a constant c ∈ (0,∞) and a time s0

such that for any y ∈ Rd and s′ ≥ 0 we have

P (B(y, sδ) 6⊂ S
(y,s′)
s′+s ) ≤ e−cs

if s > s0.

Proof of Lemma 6.1: Due to shift invariance of the model it suffices to prove
the lemma for y = 0 and s′ = 0, that is, it suffices to show that

P (B(0, sδ) 6⊂ Ss) ≤ e−cs (33)

for large s. To achieve this, partition Rd into cubes centered at the points
αZd and with vertices (α/2, . . . , α/2)+αZd. Let T̂α(x), x ∈ αZd, denote the
time when the entire cube centered at x is infected and let a be an arbitrary
positive constant bounded away from zero, say a ≥ 1/2. For small α and δ
we will derive the estimate

P (T̂α(x) > a|x|/δ) ≤ e−c′a|x|, (34)

where c′ is a positive constant. Given this estimate the lemma is readily
established: Let C(sδ+α) denote the cube with side length 2(sδ+α) centered
at the origin and write Cα(sδ+α) = αZd ∩C(sδ+α). Note that B(0, sδ) is
contained in the union of all α-cubes whose center is in Cα(sδ+α). Thus, if
B(0, sδ) 6⊂ Ss then all α-cubes with center in Cα(sδ+α) can not be infected
at time s, that is,
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P (B(0, sδ) 6⊂ Ss) ≤ P





⋃

x∈Cα(sδ+α)

{T̂α(x) > s}





≤
∑

x∈Cα(sδ+α)

P (T̂α(x) > s).

Trivially

P (T̂α(x) > s) = P

(

T̂α(x) >
sδ

|x|
· |x|/δ

)

.

For x ∈ Cα(sδ+α) we have sδ/|x| ≥ sδ/(sδ+α) and since sδ/(sδ+α) → 1
as s → ∞ there is s1 such that sδ/|x| ≥ 1/2 for s > s1. Hence, if s > s1
and x ∈ Cα(sδ + α) it follows from (34) that

P

(

T̂α(x) >
sδ

|x|
· |x|/δ

)

≤ e−c′sδ

and, consequently, for s > s1 we have

P (B(0, sδ) 6⊂ Ss) ≤
∑

x∈Cα(sδ+α)

e−c′sδ.

Furthermore, the number of lattice points contained in C(sδ + α) equals
(2bsδα−1c + 3)2 and thus

∑

x∈Cα(sδ+α)

e−c′sδ ≤ (2sδα−1 + 3)2e−c′sδ

= e−s(c′δ−g(s)),

where g(s) = 2 log(2sδα−1 +3)/s. Since g(s) → 0 as s→ ∞ there is s2 such
that g(s) ≤ c′δ/2 for s > s2. Define s0 = max{s1, s2}. Then, for s > s0 we
have

P (B(0, sδ) 6⊂ Ss) ≤ e−sc′δ/2

as desired.

It remains to prove (34). Fix x ∈ αZd. By Lemma 4.1 and the remark
following its proof, if α is small - say α ≤ 0.1 - we have

T̂α(x) ≤
2d|x|e
∑

k=1

Ek,

where {Ek} are iid exponential variables with parameter λ. Thus it suffices
to find c′ > 0 such that
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P





2d|x|e
∑

k=1

Ek > a|x|/δ



 ≤ e−c′a|x|. (35)

To this end, write d|x|e = m and introduce the notation

Γ2m :=
2m
∑

k=1

Ek.

Using Markov’s inequality and the fact that Γ2m ∼ Gamma(2m,λ) we obtain

eθa|x|δ−1
P
(

Γ2m > a|x|δ−1
)

≤ E[eθΓ2m ] = (1 − λθ)−2m

for θ ∈ (0, λ−1). Thus

P
(

Γ2m > a|x|δ−1
)

≤ exp

{

−a|x|

(

θδ−1 +
2m

a|x|
log(1 − θλ)

)}

. (36)

We may assume that |x| > 1 − α, since for x ∈ B(0, 1 − α) the α-cube
centered at x is contained in B(0, 1), implying that the left hand side in
(34) equals zero and hence (34) is trivially true in this case. For |x| > 1−α
the quotient m/|x| = d|x|e/|x| is bounded by 2. Substituting this in (36)
and also using the fact that a ≥ 1/2 yields

P
(

Γ2m > a|x|δ−1
)

≤ e−a|x|fδ(θ),

where
fδ(θ) = θδ−1 + 8 log(1 − λθ).

Now, fδ(0) = 0 and f ′δ(0) = δ−1 − 8λ. Thus, if δ is small so that f ′
δ(0) > 0,

then we can pick θ small and get fδ(θ) > 0. This proves (35). 2

Finally – equipped with the above lemma and the results from Section 4 –
we are ready to prove the shape theorem.

Proof of Theorem 1.1: Fix ε ∈ (0, µ−1). We will prove the theorem in two
steps:

(i) There is almost surely a time T1 such that (1 − ε)tB(0, µ−1) ⊂ St for
t > T1.

(ii) There is almost surely a time T2 such that St ⊂ (1 + ε)tB(0, µ−1) for
t > T2.

As for (i) we will show
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(i’) There is almost surely a time T ′
1 such that (1 − ε/2)tB(0, µ−1) ⊂ St

for t > T ′
1, t ∈ N.

From (i’) it follows that (1−ε/2)btcB(0, µ−1) ⊂ Sbtc for t > T ′
1 +1 and since

Sbtc ⊂ St for all t we obtain

(1 − ε/2)btcB(0, µ−1) ⊂ St.

But for large t the ball with radius (1 − ε/2)btcµ−1 contains the ball with
radius (1 − ε)tµ−1: Since btc/t ↑ 1 as t → ∞ there is t0 such that btc/t ≥
1− ε/2 for t > t0. For t > t0 we have (1− ε/2)btc/t ≥ (1− ε), implying that
(1 − ε/2)btcµ−1 ≥ (1 − ε)tµ−1 and hence

(1 − ε)tB(0, µ−1) ⊂ (1 − ε/2)btcB(0, µ−1).

Consequently (1 − ε)tB(0, µ−1) ⊂ St if t > max{T ′
1 + 1, t0} and hence (i)

follows from (i’).

To prove (i’), note that since (1− ε/2)B(0, µ−1) is compact there are points
x1, . . . , xn ∈ (1 − ε/2)B(0, µ−1) such that

(1 − ε/2)B(0, µ−1) ⊂
n
⋃

i=1

B(xi, δε/4),

where δ > 0 is chosen small enough to ensure Lemma 6.1. Clearly

(1 − ε/2)tB(0, µ−1) ⊂
n
⋃

i=1

B(txi, tδε/4). (37)

By (32), for each i almost surely limt→∞ T̃ (txi)/t = |xi|µ and since |xi| ≤
(1−ε/2)µ−1 we obtain limt→∞ T̃ (txi)/t ≤ 1−ε/2. This implies that almost
surely T̃ (txi) ≤ t(1 − ε/4) for each i if t is large, that is,

B(txi, 1) ⊂ St(1−ε/4) (38)

for large t. Furthermore, by Lemma 6.1,

∑

t∈ �
P
(

B(txi, tδε/4) 6⊂ S
(txi,t(1−ε/4))
t

)

∼
∑

t∈ �
e−ctε/4 <∞.

Thus, by the Borel-Cantelli lemma there are only finitely many integer times
for which the cancelled inclusion above holds, that is, for large integer times
we have almost surely

B(txi, tδε/4) ⊂ S
(txi,t(1−ε/4))
t . (39)

Now, for each i, let Ti be such that both (38) and (39) hold for t > Ti and
define T ′

1 = max{Ti}. For t > T ′
1 we have B(txi, tδε/4) ⊂ St for all i and
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t ∈ N. Using (37) this implies that (1 − ε/2)tB(0, µ−1) ⊂ St for all integer
times larger than T ′

1, as desired.

Moving on to (ii), let

R = B(0, 2µ−1)\(1 + ε)B(0, µ−1).

We will show that almost surely tR∩St = ∅ for large t, that is, the region tR
does not contain any infected points when t is large. Since (1+ ε)tB(0, µ−1)
is surrounded by tR the assertion (ii) follows from this.

First, let δ be small enough to ensure Lemma 6.1 and pick x1, . . . , xn ∈ R
such that

R ⊂
n
⋃

i=1

B(xi, δε/4). (40)

Since xi 6∈ (1 + ε)B(0, µ−1) we have |xi| ≥ (1 + ε)µ−1 and thus, by (32),
limt→∞ T (txi)/t ≥ 1 + ε. Hence, for large t it holds that almost surely
T (txi)/t ≥ t(1 + ε/2) for each i, implying that

P
(

txi ∈ St(1+ε/2) for some i = 1, . . . , n
)

= 0 (41)

if t is large. The idea of the proof is that if tR contains infected points for
large t, then with high probability some point txi will be infected within
time tε/2 and this conflicts with (41). To formalize this intuition, let

p = P (tR ∩ St 6= ∅ for arbitrarily large t)

and assume for contradiction that p > 0. For fixed t write

Et = {t′ ≥ t; t′R ∩ St′ 6= ∅}

and define

Tt =

{

inf Et if Et 6= ∅,
∞ if Et = ∅.

Note that P (Tt <∞) ≥ p > 0 for each t. Consequently we can condition on
the event that Tt < ∞ and pick yt uniformly on TtR ∩ STt . Since yt ∈ STt,
by Lemma 4.2 the unit ball around yt is infected at time Tt + E, where
E is a sum of a number of iid exponential variables. Using the fact that
P (E < Ttε/4) tends to one as t becomes large we obtain that

P
(

B(yt, 1) ⊂ STt(1+ε/4)| Tt <∞
)

→ 1 as t→ ∞. (42)

Furthermore, if t is large we have, by Lemma 6.1,

P
(

B(yt, Ttδε/4) ⊂ S
(yt,Tt(1+ε/4))
Tt(1+ε/2) | Tt <∞

)

≥ 1 − e−cTtε/4
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implying that

P
(

B(yt, Ttδε/4) ⊂ S
(yt,Tt(1+ε/4))
Tt(1+ε/2) | Tt <∞

)

→ 1 as t→ ∞. (43)

Combining (42) and (43) we obtain

P
(

B(yt, Ttδε/4) ⊂ STt(1+ε/2)| Tt <∞
)

→ 1 as t→ ∞.

Now, by (40) TtR is covered by the balls B(Ttxi, Ttδε/4), that is, every
point in TtR is within distance Ttδε/4 from some point Ttxi. Hence, since
yt ∈ TtR we can find at least one point xi such that Ttxi ∈ B(yt, Ttδε/4)
and consequently

P
(

Ttxi ∈ STt(1+ε/2) for some i = 1, . . . , n| Tt <∞
)

→ 1 as t→ ∞.

Pick t large so that the above probability is greater than 1/2 and use the
fact that P (Tt <∞) ≥ p for each t to obtain

P
(

∃t′ ≥ t such that t′xi ∈ St′(1+ε/2) for some i = 1, . . . , n
)

≥ P
(

Ttxi ∈ STt(1+ε/2) for some i = 1, . . . , n| Tt <∞
)

P (Tt <∞)

> p/2.

This contradicts (41). Hence we must have p = 0, that is, almost surely
tR ∩ St = ∅ for large t, as desired.

At this point (i) and (ii) are established and all that remains is to note that
for t > max{T1, T2} we have

(1 − ε)tB(0, µ−1) ⊂ St ⊂ (1 + ε)tB(0, µ−1).

The shape theorem is proved. 2

7 Simulations

The pictures in this section are the result of a computer simulation of the
model in two dimensions. Remember that the development of the infection
is described by a sequence {Xn} ⊂ R2, specifying the outburst points, and a
strictly increasing sequence {Tn}, specifying the time points of the outbursts.
In Figure 4 the locations of all outbursts that have occurred up to time t
are plotted on the scale 1/t for t = 23, t = 35 and t = 75, that is, in each
picture the points {Xn/t} are plotted for all n such that Tn ≤ t. The area
St/t is obtained as the union of all circles with radius 1/t centered at the
outburst points. These circles are not included in the plots, since already in
the first picture (t = 23) their radius (1/23) would barely exceed the size of
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the dots used to mark the outburst points. Thus the collections of points in
Figure 4 are approximately equal to St/t. As can be seen the shape of this
area approaches a circle as t grows.
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Figure 4: Outburst points scaled by time for t = 23, t = 35 and t = 75.

In Figure 5 the distance from the origin to the point in the infected area
that is located furthest away from the origin is plotted against time. Since
St is approximately a ball with radius tµ−1 if t is large, the asymptotic slope
in the plot gives an estimate of µ−1 in two dimensions. To help estimate the
slope, the line y = x is included in the plot. We obtain µ−1 ≈ 1.

Figure 5: Largest distance to the origin plotted against time.
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